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Preface

Despite significant development of novel rational drug design strategies and high-
throughput screening methods, the cost of drug development has sharply increased, and
at the same time, the rate of failures in clinical trials has escalated [1]. The “one drug, one
target, one disease” approach has failed to appreciate the complexities of disease pathways
and the system-wide effects of drugs [2]. Diseases are often multifactorial involving a
combination of constitutive and /or environmental factors, and they result from the break-
down of robust physiological systems due to multiple genetic and /or environmental factors,
leading to the establishment of robust disease conditions. Thus, complex disorders are more
likely to be healed or alleviated through simultaneous modulation of multiple targets. Until
now, there are still not fully effective drugs for treating complex, multifactorial diseases, such
as cancer, metabolic diseases, and neurological diseases [1]. Polypharmacology that
addresses small-molecule interactions with multiple targets has generated a great interest
in drug discovery [3]. This approach allows for studies of off-target activities and the
facilitation of drug repositioning. Multi-target drugs expand the number of pharmacologi-
cally relevant target molecules by introducing a set of indirect, network-dependent effects
[4]. Moreover, low-affinity binding of multi-target drugs eases the constraints of drugg-
ability and significantly increases the size of the druggable proteome. Multi-target agents are
a promising strategy to face complex, multifactorial disorders and drug resistance issues.
Compared to combination therapies, they present several advantages, including more
predictable pharmacokinetics, lower probabilities of drug interactions, and higher patient
compliance [5]. Several already existing efficient drugs, such as nonsteroidal anti-
inflammatory drugs, antidepressants, anti-neurodegenerative agents, and multi-target
kinase inhibitors, affect many targets simultaneously [4]. Hybridization of drugs is also a
powerful tool to develop better treatments for several human diseases, as this can provide
combination therapies in a single multifunctional agent in a more specific and powerful way
than conventional treatments [6].

In polypharmacology, one of the most important goals is to rationally design com-
pounds that act on multiple key targets driving the pathogenesis of a given disease. There-
fore, targeting multiple proteins simultaneously stands a good chance to increase drug
efficacy and decrease the possibility of drug resistance. In order to achieve these goals, it
would be necessary to develop state-of-the-art computational techniques for data curation,
model development, and quantitative predictions [2]. Computational approaches are capa-
ble of predicting the activity profile of ligands to a set of targets, anticipating potential
selectivity issues, and discovering desired multi-target activities early in the iterative design
and optimization steps typical of a preclinical drug discovery project. These approaches are
based on 2D or 3D shape and chemical similarity, pharmacophore mapping, target and
binding site similarity assessment, docking experiments, bioinformatics, graph theory and
modeling, machine learning algorithms, and chemogenomics [3]. These approaches can be
classified into statistical data analysis and bioinformatics, ligand-based, and structure-based
approaches, all of which are well-documented in the literature. The structure-based meth-
ods include inverse docking, binding site similarity analysis, inverse pharmacophore model-
ing, molecular dynamics simulation, etc., while the ligand-based methods include similarity
ensemble approach, extended-connectivity fingerprint, fragment-based shape similarity
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search, etc. which can be used in combination with a variety of machine learning methods
including deep learning [2]. Systems biology approaches and cellular networks help to
understand complex diseases and their mechanisms and offer a lot of possibilities to point
out the key elements as potential drug targets and thus suggest new therapeutic treatment
strategies. Proteochemometric modeling (PCM) simultaneously considers the bioactivity of
multiple ligands against multiple targets and permits exploration of the selectivity and
promiscuity of ligands on biomolecular systems of different complexity [7].

Computational modeling including quantitative structure-activity relationship (QSAR),
pharmacophore mapping, docking, virtual screening, and other cheminformatics and pro-
teochemometric approaches play a vital role in finding and optimization of leads in any drug
discovery program. Computational modeling helps to understand the important molecular
features contributing to the binding interactions with the target proteins, thus facilitating
design of new potential compounds and prediction of activity of designed compounds which
have not yet been tested. These approaches can save time, money, and more importantly
animal sacrifice in the complex, long, and costly drug discovery process.

This volume (Multi-target Dyug Design Using Chem-Bioinformatic Approaches) intends
to showcase the recent advances in computational design of multi-target drug candidates
involving various ligand- and structure-based strategies. Different chem-bioinformatic
modeling strategies that can be applied for design of multi-target drugs have been discussed
in this book. Apart from a few literature reviews on the application of chemometric and
cheminformatic modeling tools for multi-target drug design, several case studies are also
presented. Important databases and web servers in connection with multi-target drug
design are also discussed. There are a total of 21 chapters in this book.

The first chapter “Cheminformatics Approaches to Study Drug Polypharmacology”
provides a tutorial overview on selected cheminformatics methods useful for assembling,
curating/preparing a chemical database, and assessing its diversity and chemical space. This
chapter also discusses the methods for evaluating the structure-activity relationships and
polypharmacology.

The second chapter “Computational Predictions for Multi-target Drug Design” high-
lights the current state-of-the-art methodologies used in multi-target identification for
therapeutic effects of known drugs or new drug candidates. This chapter emphasizes
experimental validation of model-derived predictions.

The third chapter “Computational Multi-target Drug Design” discusses multi-target or
polypharmacological drug discovery and several in silico methodologies like quantitative
structure-activity relationship (QSAR), pharmacophore modeling, and molecular docking
used in the process of discovery of multi-targeted drugs.

The fourth chapter “Multi-target Drug Design for Neurodegenerative Diseases” pre-
sents an overview of multi-target computational methods as well as of their successful
applications to neurodegenerative diseases. This chapter recommends application of virtual
screening encompassing both structure-based and ligand-based techniques for effective
multi-target drug design.

The fifth chapter “Molecular Docking Studies in Multi-target Antitubercular Drug
Discovery” gives an overview of various targets for antitubercular drug development fol-
lowed by a literature survey of application of docking studies for the development of multi-
target compounds for developing new promising drug candidates against tuberculosis.

The sixth chapter “Advanced Chemometric Modeling Approaches for the Design of
Multi-target Drugs Against Neurodegenerative Diseases” discusses the recent advances in
chemometric techniques in multi-target anti-neurodegenerative drug design. This chapter
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recommends the use of proteochemometric modeling for multi-target-directed ligand
design.

The seventh chapter “Computational Studies on Natural Products for the Development
of Multi-target Drugs” provides an overview of the currently used computational methods
in natural product research, with special reference to multi-target drug design. This chapter
discusses that pan-assay interference compounds (PAINS) are for the most part not extraor-
dinarily promiscuous and should not be disregarded prematurely.

The eighth chapter “Computational Design of Multi-target Drugs Against Alzheimer’s
Disease” provides the basic background about the molecular targets implicated in the patho-
genesis of Alzheimer’s disease. Furthermore, the chapter reviews structure-activity relation-
ships (SAR), 2D and 3D quantitative structure-activity relationships (QSAR), as well as other
computational modeling studies performed on multi-target agents for Alzheimer’s disease.

The ninth chapter “Design of Multi-target-Directed Ligands as a Modern Approach for
the Development of Innovative Drug Candidates for Alzheimer’s Disease” reviews some
examples of the exploitation of the multi-target-directed ligand approach in the rational
design of novel drug candidate prototypes for the treatment of Alzheimer’s disease.

The tenth chapter “Virtual Screening for Dual Hsp90,/B-Raf Inhibitors” describes a
computational strategy leading to the identification of the first dual inhibitors of heat shock
protein 90 (Hsp90) and protein kinase B-Raf, both being validated targets for anticancer
drug discovery.

The eleventh chapter “Strategies for Multi-target-Directed Ligands: Application in
Alzheimer’s Disease (AD) Therapeutics” presents several in silico strategies adopted for
the development of multi-target anti-Alzheimer compounds followed by a case study
leading to their in vitro validation.

The twelfth chapter “Computational Design of Multi-target Kinase Inhibitors” sum-
marizes two effective computational strategies to identify multi-target kinase inhibitors. The
first approach involved a combination of merged pharmacophore matching, database
screening, and molecular docking to reliably identify potential multi-target kinase inhibitors.
The second strategy employed ensemble pharmacophore-based screening (EPS) of a com-
pound database, post-EPS filtration (PEPSF) of the ligand hits, and multiple dockings.

The thirteenth chapter “Proteochemometrics for the Prediction of Peptide Binding to
Multiple HLA Class II Proteins” discusses “proteochemometrics” (PCM) as a method for
deriving QSAR. This chapter presents a protocol applied to a set of peptides binding to
seven polymorphic HLA class II proteins from locus DP.

The tourteenth chapter “Linked Open Data: Ligand-Transporter Interaction Profiling
and Beyond” presents a workflow for retrieving and curating information for multiple drug
targets from the open domain, provides insights into how the retrieved data can be
employed in ligand- and structure-based approaches, and discusses the hurdles to consider
with respect to data analysis.

The fifteenth chapter “Design of Novel Dual-Target Hits Against Malaria and Tuber-
culosis Using Computational Docking” reviews different approaches (knowledge-based and
screening-based) for designing multi-target inhibitors. Additionally, a step-by-step guide
(protocol) and different computational resources are also discussed in detail to design multi-
target hits for malaria and tuberculosis.

The sixteenth chapter “Computational Design of Multi-target Drugs Against Breast
Cancer” presents protocols and computational practices for screening of multi-target drug
molecules for breast cancer receptors. However, the authors emphasize that validation of the
screened molecules is essential in the in vitro and in vivo conditions.
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The seventeenth chapter “Computational Methods for Multi-target Drug Designing
Against Mycobacterinm tuberculosis” presents available strategies for computational multi-
target drug designing with their advantages and disadvantages. This chapter also discusses
an easy, fast, and accurate protocol for multi-target drug designing against the Mycobacte-
rium tuberculosis.

The eighteenth chapter “Development of a Web Server for Identification of Common
Lead Molecules for Multiple Protein Targets” presents a computational protocol that
involves screening, docking, and scaffold-based optimization of hit molecules from a variety
of compound libraries against any two specified protein targets. The protocol is made
available via a web server named “Multi-target Ligand Design.”

The nineteenth chapter “Computational Method for Prediction of Targets for Breast
Cancer Using siRNAs Approach” discusses the development and application of a web-based
database, BOSS, for selection of potential RNAi based on the sequences that have been used
and validated for RNAi-mediated suppression of breast oncogenes. This database includes
the latest information regarding used RINAi molecules that can be cost-effective and less
time-consuming.

The twentieth chapter “Historeceptomics: Integrating a Drug’s Multiple Targets (Poly-
pharmacology) with Their Expression Pattern in Human Tissues” presents “historecep-
tomics” as a new, integrative informatics approach to describing the mechanism of action of
drugs in a holistic, in vivo context. The chapter discusses that this approach may give new
insights into drug mechanism of action, drug repurposing, and prediction of adverse effects,
including the design and development of multi-target drugs or drug combinations.

The twenty-first chapter “Networking of Smart Drugs: A Chem-Bioinformatic
Approach to Cancer Treatment” reviews the existing network of “smart drugs” by using a
chem-bioinformatic approach toward cancer treatment. According to the authors, an appli-
cation of computational tools in smart drug designing for cancer treatment will be path-
breaking in the future.

I am sure that this collection of 21 chapters will be useful to the researchers working in
the field of drug discovery and development.

Kolkata, India Kunal Roy
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Cheminformatics Approaches to Study Drug
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Abstract

Herein is presented a tutorial overview on selected chemoinformatics methods useful for assembling,
curating/preparing a chemical database, and assessing its diversity and chemical space. Methods for
evaluating the structure—activity relationships (SAR) and polypharmacology are also included. Usage of
open source tools is emphasized. Step-by-step KNIME workflows are used for illustrating the methods. The
methods described in this chapter are applied onto a chemical database especially relevant for epi-
polypharmacology that is an emerging area in drug discovery. However, the methods described herein
could be extended to other therapeutic areas and potentially to other areas of chemistry.

Keywords Chemoinformatics, ChemMaps, Chemical space, Data mining, Epigenetics, Epi-
informatics, KNIME, Molecular diversity, Open-access, Polypharmacology, Structure—activity rela-
tionships, SmARt

1 Introduction

The rapid growth of chemical information demands efficient and
reliable computational algorithms to analyze the accumulated data.
Similarly, current trends in drug discovery such as polypharmacol-
ogy [1, 2] demand the organization and efficient mining of multi-
ple drug—target interactions and study of structure—multiple activity
relationships (SMARt) efficiently [3]. Indeed, a plethora of methods
and resources for exploiting SMARt and other data relevant to
polypharmacology have been published, and many of them are
open access [4]. This review includes methodological details for
implementing scalable KNIME cheminformatics workflows for:

a. Curating a chemical database;

b. Computing chemical descriptors;

Electronic supplementary material: The online version of this article (https://doi.org/10.1007 /7653_2018_
6) contains supplementary material, which is available to authorized users.
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¢. Analyzing and comparing database diversity, and

d. Visualizing their chemical space.

Of note, KNIME is an open-access initiative intended for gen-
erating data mining pipelines or workflows, which are capable of
integrating multiple tools [5].

Although sufficiently detailed, this review aims at being a quick
practical guide. More comprehensive tutorials in chemoinformatics
can be found elsewhere [6, 7]. Additionally, web applications for
cheminformatics methods that have been developed by our research
group are mentioned in the respective subsections. These applications
are part of the D-Tools initiative for generating open cheminformatics
resources (available at https://www.difacquim.com/d-tools/). The
D-Tools usage is further described elsewhere [4, 8-11], and these
are not the focus of this review.

2 Methods

2.1 Construction and
Curation of a
Compound Database

Due to the increase in the amount of chemical information, where
it is common to the concept of big data [12], the efficient manage-
ment of information represents a challenge today. This is of partic-
ular importance in polypharmacology where large compound
datasets contain information of screening across several biological
endpoints. In response to this need, the construction of compound
and other databases can be a convenient way to sort information
according to the data available and the specific objectives of the
study.

In chemoinformatics, construction of databases is a fundamen-
tal practice to perform various computational studies like the design
of chemical libraries, characterization and comparison of the chem-
ical space, the study of the structure—activity relationships (SAR),
and virtual screening studies, among others.

Currently, web pages of large public databases such as Drug-
Bank [13], ChEMBL [14], ZINC [15], and BindingDB [16] allow
the user to download their own databases (complete or partial
downloads) with information on approved drugs, drugs in the
experimental phase, commercially available compounds, molecular
targets, etc. However, these databases are not always updated, so
they can be enriched with new information published in books or in
scientific articles.

Also, in research groups devoted to the synthesis, isolation from
natural sources and/or evaluation of new chemical entities can be
carried out for the construction of completely new compounds’ data-
bases. Such collections are usually referred to as in-house databases.

The process of building and annotating chemical databases is
not trivial. Each organization has its own rules, conventions, and
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procedures. However, the steps that are considered essential are
listed below:

1. Identity compounds and resources that contain information
required, e.g., journals and databases with chemical informa-
tion [4, 17].

2. In a spreadsheet, it is recommended that the user has the
following information for each compound:

a. Name of each compound. This can be searched in public
databases.

b. A number that identifies this compound in the database that
has been consulted, for example, ChemSpider ID, Sub-
stance or Compound ID (SID, CID in PubChem, the
CAS registry number, or an internal and consistent code if
building an in-house collection).

c¢. Structure input. An example of this is the use of Canonical
SMILES notation used for encoding molecular structures
that can be imported to other molecular editing systems. It
is worth noting the relevance of creating a single computa-
tional representation. This can be achieved by using various
algorithms in a process known as canonicalization.

3. Once this information is collected in the spreadsheet, save the
database preferably in .csy format (comma delimited). Other
database formats with chemical information and compatible
with most computer programs as KNIME are sdf (structure
data file), mo/ (molecular data file), and mol2 (tripos mol2 file).

For the management and analysis of databases, the KNIME
Example Server provides access to many explanatory workflows.
The example server is accessible via the KNIME Explorer panel
within the KNIME workbench and represents a great help when
starting a new workflow.

Some of the nodes to start working with files with chemical
information are: Molecule Type Cast, a node useful for reading
chemical data from a .csv file or database, and this node casts
any string as a chemical type (i.e., It tells KNIME “This is a
smiles string”) and Marvin MolConverter, a node provided by
Chemaxon/Infocom that translates seamlessly between types
(smiles < sdf <> mrv).

An important aspect to consider when analyzing molecular
databases generated by other scientists is that these may contain
wrong information or unnecessary information for the intended
application or project. Therefore, cleaning or curating the informa-
tion is highly relevant to enhance the quality of the data and to
avoid erroneous results [18].

As in the construction of databases, there is no widely accepted
standard protocol for the preparation of small molecules. However,
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hereunder are described the essential points in the preparation and
curation of databases:

1. Normalize the chemical structures. In this step, each chemical
structure is checked for valid atom types, valence checks, and
functional groups such as nitro groups are converted to a
consistent representation. This is followed by a standardization
step in which chemical structures are converted to a canonical
tautomeric form, aromatic structures are kekulized, placement
of stereo bonds is standardized, and all implicit hydrogens are
converted to explicit hydrogens [19].

2. Remove duplicates. After the molecules have been properly
standardized, it is appropriate to detect duplicates. InChiKeys
is a useful method to identify several states of protonation and
tautomers of a molecule.

3. Discard inorganic and organometallic atoms or molecules if
these are not the object of study. It is worth mentioning that
the majority of the chemoinformatics programs currently avail-
able are developed to process small organic molecules.

4. Wash the compound database by applying to each molecule a
set of rules of “cleaning” such as the elimination of salts and the
adjustment of the protonation states. The purpose of this step
is to ensure that each chemical structure is in a form suitable for
the subsequent modeling.

5. Enumerate tautomers and stereoisomers. This step is impor-
tant in virtual screening studies, particularly when using search
methods such as docking or pharmacophore.

6. Optimize the geometry and minimize the energy if the data-
base will be used to evaluate the potential of each compound to
bind to a receptor or enzyme, or to calculate descriptors which
depend on the three-dimensional conformation of the mole-
cule. The specific method to optimize the geometry will largely
depend on the type, quantity of molecules to optimize, and,
most importantly, on the specific application.

In addition, if the quantity of compounds is too large to be
examined or tested with the resources available, different strategies
can be employed to reduce the number of compounds in a rational
and consistent manner. Such strategies include: filtering—essen-
tially imposing secondary search criteria to eliminate compounds,
clustering—taking a representative subset of a larger set, and human
inspection of the compound structures (with or without extra
data) [20].

In several articles, the impact of the use of duplicates and incon-
sistencies in the molecular structures in prediction models had
already been discussed [21]. For this reason, the project CERAPP
(Collaborative Estrogen Receptor Activity Prediction Project) has
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developed a workflow to curate databases [22]. A similar workflow
can be found at the link https://github.com/zhu-lab/curation-
workflow /blob /master /Structure%20Standardizer2.zip.

Gally et al. also report a workflow designed to prepare molecu-
lar databases but focused on studies of virtual screening [23]. In
addition to carrying out of the standardization of chemical struc-
tures, the workflow of Gally et al. has implemented filters (based on
molecular property distribution) to characterize specific subsets of
chemical libraries such as drug-like, lead-like, or fragment-like sub-
sets of compounds.

See Workflow 1 in the Supplementary Information for an
example in KNIME.

The following analyses use an epigenomics chemical database
that has already been curated and published [24].

In drug discovery projects focused on one single target or multiple
targets, it is of high relevance quantifying the structural diversity of
compound datasets. For instance, if the goal of a high-throughput
screening campaign is to identify hit compounds with a desirable
polypharmacological profile, it is desirable to screen a compound
collection with high diversity. This will increase the possibilities to
find active molecules with a desirable profile. If the goal of the
screening campaign is to further develop a focused library (e.g.,
increase the structure—activity information of a focused region in
chemical space [25]), it is desirable to screen a compound dataset
with high internal similarity (low diversity).

The diversity in a chemical library can be assessed in multiple
ways, mainly depending on the data under scrutiny. In addition to
the diversity metric, a key aspect of diversity analysis is molecular
representation [26, 27]. The most common ways to represent mol-
ecules in chemoinformatic applications are molecular descriptors
(including physicochemical properties and molecular fingerprints),
and chemical scaffolds [28]. Depending on the type of descriptor
and the level of accuracy desired (considering the time of computa-
tion and the number of compounds to analyze), the input structures
can be in two or three dimensions (the latter requires conformational
analysis). The choice of molecular representation depends on the
goals of the study.

A more detailed description on how to use molecular descrip-
tors and scaffolds as an input for diversity analysis follows in the
next paragraphs. See Workflow 2 in the Supplementary Informa-
tion for an exemplary diversity analysis in KNIME.

Molecular descriptors capture information of the whole molecule
and are usually straightforward to interpret. Also, whole molecular
properties such as physicochemical properties of pharmaceutical
interest are usually part of empirical rules for drug likeness that
aids to guide drug discovery programs. KNIME includes RDKit,
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2.2.2 Molecular
Fingerprints

CDK, and Indigo nodes, with which complexity descriptors (e.g.,
chiral carbons, and fraction of sp* carbon atoms), and physicochemi-
cal properties of pharmaceutical interest (including molecular
weight, number of hydrogen bond donors and acceptors, number
of rotatable bonds, logarithm of octanol-water partition coefficient,
and topological polar surface area) [28].

Starting with curated databases (discussed in Sect. 2.1), the
steps for quantifying diversity with molecular descriptors are:

1. Select the features to be evaluated (usually the six commonest
physicochemical properties of pharmaceutical relevance, vide
supra).

2. Scale the data using a Z-transformation. This transforms the
data to dimensional units. The purpose is to improve the
comparability of the variables and give a similar weight to all
of them independently of the units with which they were
originally measured.

3. Compute pairwise euclidean distance. For a database with
n compounds, # X (# — 1)/2 pairwise comparisons are to be
computed. Euclidean distance is calculated with the formula:

DAB) = /S (4~ ;)

where D(A, B) is the euclidean distance between compound A
and B, #; and 4; are the s-th descriptor, and # the total number
of descriptors [29]. D(A, B) can take any positive real number
as value.

4. Compute a central tendency statistic (e.g., mean or median) for
all the pairwise comparisons. The larger the mean or median,
the more diverse the dataset is [30].

5. Finally, for comparison, the statistic can be computed for other
reference databases or looked up at the literature if already
reported.

Many structural features escape the very general information
obtained with physicochemical and complexity descriptors. Molec-
ular fingerprints are vectors that aim towards a more comprehensive
set of features (usually more than a hundred) to compare molecules.
Every feature is encoded as a Boolean variable, where “0” represents
absence and “1” represents presence of the feature. Therefore,
repeated motifs are not generally acknowledged. For every molecule,
a Boolean vector of features is obtained, and these are susceptible of
standard set operations [31-33]. However, molecular fingerprints
do have limitations, for example, they could be more difficult to
interpret intuitively, and therefore pose a greater difficulty for extract-
ing insights relevant for medicinal chemistry.
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The steps for computing diversity based on fingerprints are:

1. Select a molecular fingerprint. Although the selection of the
“best” fingerprint could be different from case to case, it has
been consistently found that MACCS keys 166-bits [34] are
useful for quantifying database diversity. In turn, extended
connectivity fingerprints of diameter 4 (ECFP4) [32] as well
as other circular fingerprints are, overall, better suited for vir-
tual screening, activity landscape modeling, and SAR studies in
general.

2. Compute pairwise Tanimoto similarity [27, 35]. For a database
with # compounds, # x (# — 1)/2 pairwise comparisons are to
be computed. Tanimoto similarity is calculated with the
expression:

c

TAB) ==

where T(A, B) is Tanimoto similarity with possible values being
any real number between 0 and 1, ¢ is the number of features
for which both molecules A and B have a “1” value, « is the
number of features for which molecule A has a “1” value, and
b is the number of features for which molecule B has a “1”
value. Dissimilarity matrices implemented in KNIME are quite
efficient at these calculations. However, by default they com-
pute values as dissimilarities, the complement of similarities, or
distance matrices. Conversion from Tanimoto dissimilarity to
similarity is accomplished by just subtracting the value from 1
(Ts = 1 — Td, where Ts is Tanimoto similarity and Td is
Tanimoto dissimilarity).

3. Compute a central tendency statistic (e.g., mean or median) for
all the pairwise comparisons. Conversely to Euclidean distance
(and any distance metric in general), the smaller the mean or
median, the more diverse the dataset is [30].

4. Finally, for comparison, the statistic can be computed for other
reference databases or looked up at the literature if already
reported.

KNIME has nodes for finding Murcko scaffolds [36, 37]. By defi-
nition, Murcko scaffolds contain all the cyclic systems in a molecule
as well as the linkers between them. All other decorations and
ramifications are omitted. The greatest benefit of working with
scaffolds data is that, unlike molecular fingerprints, they are readily
interpreted by medicinal chemists. Nonetheless, the representation
is rougher and loses information from the side chains. Also, more
advanced methods must be applied to account for the structural
relations among the scaffolds.
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2.2.4 Consensus
Diversity Plots

It is logical and generally accepted that a dataset is more diverse
when it has a large number of different scatfolds, and the proportions
of compounds with each scaffold are evenly distributed. The proce-
dure for measuring scaffold diversity is as follows:

1. Find Murcko scaffolds for every molecule in the dataset.
2. Compute a frequency table of the scaffolds.

3. From here, there are a number of different methods for asses-

sing the diversity [38]:

a. Order the scaffolds by their frequency of occurrence and
compute the median (i.e., the minimum number of scaffolds
in the database that contain at least 50 % of the total entries).
Lower values in this statistic mean higher diversity.

b. Order the scaffolds by their frequency of occurrence. This
order would be an index from 1 to », where # is the total
number of different scaffolds in the dataset. Divide all
indexes by #, such that the highest index value is 1. Using
scaffold indexes in the x-axis and their respective cumulative
proportions in the y-axis, compute the area under the curve
as a diversity statistic. This statistic admits as value any real
number in the domain [0.5, 1.0]. Lower values in this
statistic mean higher diversity.

c. Compute scaled Shannon entropy (SSE) with the formula:

SE
log, n’

where SE = 377, —pilog, p;,

where p; is the proportion in the dataset of th z-th scaffold
(calculated by dividing the occurrence of this i-th scaffold by
the total number of entries/molecules), SE is the Shannon
entropy, and # is the total number of scatfolds in the dataset.
SSE takes as value a real number in the range [0,1]. For this
statistic, higher values mean higher scatfold diversity.

SSE =

4. Finally, the statistic can be computed for other reference data-
bases for comparison.

In the light of numerous variables that can be used to quantify
diversity, visual representations have been built in order to summa-
rize multiple of them simultaneously. These are the consensus
diversity plots (CDPs). A CDP, as defined by Gonzalez-Medina
etal. [10], renders 2D diversity measured by scaffolds, fingerprints,
physicochemical properties, and the number of compounds in the
databases. It is also possible to integrate 3D data [24 ]; however, we
will not emphasize on 3D data usage here. The steps required for
plotting a CDP from data are:
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Fig. 1 An exemplary consensus diversity plot (CDP). Each data point represents a compound database.
Molecular fingerprints diversity is plotted in the x-axis, the scaffold diversity in the y-axis, the physicochemical
properties diversity in a color continuous scale, and the relative number of compounds in the database as the
data point size. AUC area under the curve, PCP physicochemical properties

2.3
Structure-Activity

1. Curate databases; calculate diversity with physicochemical prop-
erties, molecular fingerprints, and scaffolds (see above for

details).

2. Plot the molecular fingerprints diversity in the x-axis, the scat-
fold diversity in the y-axis, the physicochemical properties in a
color continuous scale, and the number of compounds in the
database as the data point size. Every data point represents a
database. (See Fig. 1 and Supplementary KNIME Workflow 3
for a few examples.)

As an alternative, an online server was developed for generating
CDPs and is also available in D-Tools (see Sect. 1). A video tutorial
is available at https://youtu.be/IruolypKGbE, and detailed writ-
ten instructions about how to use it can be found at http://132.
248.103.152:3838 /CDPlots/.

A common assumption in virtual screening is that similar molecules
are expected to have similar properties, e.g., comparable biological

Relationship Analysis activity. This assumption is called the similarity principle. Although

virtual screening is often useful for detecting active compounds, it is
reassuring to verify whether the similarity principle is valid for the
molecules under scrutiny. Such insights can be obtained through a
subtype of SAR analysis, activity landscape modeling. SAR analysis
of chemical libraries, for which activity against a biological target is
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2.3.1  Structure-Activity
Similarity Maps

known, can also reveal substructures that are relevant for inhibiting
the target in question. The next paragraphs give details onto some
useful methods for assessing SAR of single and multiple libraries
simultaneously. Workflow 4 in the Supplementary Information illus-
trates a KNIME implementation of the methods described below.

Structure—activity similarity (SAS) maps are bidimensional activity
landscape representations that contrast structural similarity (e.g.,
measured with Tanimoto coefficient of molecular fingerprints) and
activity similarity (for example, as pICso or pKi). Systematic pair-
wise compound comparisons are included in the plot [39]. Each
point in a SAS map represents a pair of compounds and is colored
according to the most active compound of the pair. The sequence
of steps for generating and ultimately interpreting a SAS map is as
follows:

1. Given # compounds in a library, compute the # x (» — 1)/2
paired chemical similarity as described in Sect. 2.2.2.

2. Similarly, for the same paired comparisons calculate the abso-
lute difference in potency. All compounds should have potency
in pICsg units. It is calculated from ICsy measurements in
nanomolar concentration units with the formula (ideally, all
compounds should have ICsy values measured under the
same protocol and assay conditions):

pICsy = —logy, (ICs0 [nM]).

3. Plot the structural similarity in the x-axis and the potency
difference in the y-axis. The color of the data points can also
be set to render more information, for example, the maximum
potency value in the pair.

4. The resultant plot, illustrated in Fig. 2, can be divided into four
quadrants with thresholds defined a priori: (a) smooth (high
structural similarity and low activity difference), (b) activity
cliffs (high structural similarity but high activity difference),
(c) scatfold hops (low structural similarity but low activity
difference), and (d) uncertainty (low structural similarity and
high activity difference) [40—42]. Typical potency thresholds
are 2 for deep activity cliffs and 1 for shallow activity cliffs. In
the case of structural similarity, 1 or 2 standard deviations
above the mean could be used.

Alternatively, a web application for plotting SAS maps can be
found at D-Tool under https://unam-shiny-difacquim.shinyapps.
io/ActLSmaps/. A video tutorial is available at https: //youtu.be /
52jHCcgbmXU.
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Fig. 2 Structure—activity similarity (SAS) maps. Each data point represents a pair of compounds. The x-axis
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2.3.2 Scaffold SAR can also be explored based on chemical scaffolds. For every

Enrichment Factor dataset with activity annotations against a particular biological
target, every scaffold could be considered as a cluster of molecules.
At this point, it is interesting to find which clusters have a higher or
lesser proportion of active molecules, pointing towards clusters of
highly related molecules that tend to be more or less active than the
average. This is the basis of the calculation of enrichment factors
(EF) for scaftfolds, which are obtained as follows:

1. If activity is represented quantitatively in the dataset, a thresh-
old of activity should be set a priori. Often, a pICsq of 5-6 or
more is useful for defining a compound as active.

2. Essentially, the EF is an odds ratio, i.e., a ratio of proportions.
Specifically, the proportion of active compounds with a given
scaffold is divided by the proportion of active compounds in
the general dataset. A more formal definition would be that, for
every scaffold 4, an EF is calculated using the equation [43]:

. ACt(C;L)

EF(Cy) = Act(C)

||
[Cil

where Act(C,) =

and Act(C) = M,

Il
where, in turn, Cis the total number of compounds tested, C*
the number of compounds active, C,; the number of total
compounds with a scaffold 4 tested, and C; the number of
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2.3.3 Degree of
Polypharmacology

2.3.4 Multiple
Structure-Activity
Relationship Analysis

Dual-Activity
Difference Maps

Structure—Promiscuity
Index Difference

compounds with a scaffold A active against the target. Values
above 1 imply a positively enriched scaffold (i.e., a scaffold that
has a higher proportion of active compounds than the general
dataset), while values below 1 have the opposite meaning.

3. EFs are susceptible of hypothesis testing. For finding statisti-
cally significant enriched scaftolds, chi-squared tests can be run
using a 2 x 2 contingency table for the compounds considering
as variables whether they have a given scaffold and whether
they are active. Since sometimes values in the cells might be
lesser than 5, and this interferes with the analytic calculation of
the chi-squared statistic, simulated values can be obtained.

4. After running all p-values for every scaffold, the false discovery
rate correction (or other method for correcting for multiple
hypothesis testing) should be applied.

The methods for SAR analysis mentioned above are useful for single
target studies. However, sometimes inhibition data of multiple
targets are available for single compounds. These data could lead
to polypharmacology studies. Maggiora and Gokhale recently for-
malized the notion of polypharmacology and polyspecificity [44].
In practical terms, the degree of polypharmacology of a molecule
equals the number of different targets against which the molecule is
active, while the analogous degree of polyspecificity of a target
equals the number of different molecules that are active against
the target.

A review addressing SmARt analysis in epigenetics was recently pub-
lished [3]. Two of the most useful SmARt tools are methodologically
explained in the following paragraphs: dual-activity difference
(DAD) maps and structure—promiscuity index difference (SPID).
Similarly as for other SAR analyses, Workflow 4 in the Supplemen-
tary Information contains practical tools for computing them.

DAD maps are designed to compare at once the activity of com-
pounds against two biological endpoints, in contrast to SAS maps
[45]. However, DAD maps lose structural information, which is
accounted for with SAS maps. The procedure for generating a
DAD map is straightforward:

1. Select a library of compounds with the activity of each inde-
pendently measured against two different endpoints.

2. Plot in the x-axis one of the measurements and on the y-axis the
other. A general form of a DAD map is presented in Fig. 3.

Aiming towards a statistic for quantifying the relationship between
structural similarity and polypharmacology (or promiscuity), the
SPID was created [46]. It is computed with the formula:
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Fig. 3 Dual-activity difference (DAD) maps. Each data point represents a pair of compounds. The x-axis plots
the activity difference of target 1, while the y-axis the activity difference of target 2. A color continuous scale
might be added to the plot to represent chemical similarity of each pair of compounds. Up to nine regions can
be distinguished depending on whether activity is conserved, increased, or decreased for any of the two
targets. Tc Tanimoto coefficient, T7 target 1, T2 target 2

[Pa — Py
1-T(A,B)
where A and B are chemical compounds, Py and Py are the poten-
cies of compounds A and B, respectively, and T{A, B) is the Tani-
moto similarity of compounds A and B computed as in Sect. 2.2.2
using molecular fingerprints.

SPID(A, B) =

3 Chemical Space

3.1 Principal
Components Analysis
for Charting
Compounds

Visual representations of the relationships of the compounds in a
database are often useful for assessing libraries’ diversity and SAR.
Furthermore, the recent development of database fingerprints (DFPs)
(described below) has made easier to chart multiple target-focused
libraries in the chemical space, thereby providing polypharmacology
insights [24]. Workflow 5 in the Supplementary Information illus-
trates a KNIME implementation of the methods described in this
section.

There are no universal methods for chemical space representations
[47,48]. A commonly used approach involves calculating similarity
matrices, which capture all the pairwise comparisons. These matri-
ces are squared and have » columns and rows, with % equal to the
number of compounds in the dataset. Finally, principal components
analysis (PCA) as well as other dimensionality reduction methods is
useful to compress most of the relevant information in a few
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3.2 Comparing
Multiple Libraries in
the Chemical Space

3.3 ChemMaps

variables. This makes possible to obtain visualizations of the chem-
ical space. The concrete steps for creating visualizations of the
chemical space using the approach presented above are as follows:

1. Select the set of descriptors with which the similarity or dis-
tance will be calculated. Common sets are: physicochemical
properties (see Sect. 2.2.1) and molecular fingerprints (see
Sect. 2.2.2). Compute the similarity matrix accordingly.

2. Apply PCA to the matrix. Select two or three principal compo-
nents for plotting. It is useful to consider the percentage of
variance captured with each principal component.

This method may become impractical for large datasets (>1000
compounds). See Sect. 3.3 for a chemical space visualization method
that is less computationally expensive.

DEFEPs are a recently introduced approach to simplify the represen-
tation of all compounds in a dataset using a single bit-vector for
each database, thereby summarizing every individual fingerprints it
contains. DFPs retain the predominant information captured in the
molecular fingerprints of the molecules in a given chemical dataset.
Briefly, if a given bit had a “1” value in at least 50 % of the com-
pounds in the dataset, it is set to “1” in the DFP, or as “0” otherwise.
Further details of the DFPs standardization are described elsewhere
[49]. This adds only one step prior to chemical space visualization as
commented in Sect. 3.1. If it is intended to include SAR in these
plots, libraries could be filtered to include only active compounds.
Figure 4 shows schematically the concept of DFPs.

Several chemical space visualizations are based upon pairwise simi-
larity measurements. Remarkably, computation of similarity matri-
ces has exponential complexity. Thus, sometimes calculation times
make impractical to chart the chemical space of more than 1000
compounds. ChemMaps aim at simplifying the computational task,
by adaptively selecting some molecules in the database as compari-
son references or “satellites.” This method reduces up to 30 % of
the time needed for generating a visualization of the chemical space,
depending on the size and diversity of the database [50]. The method
is as follows:

1. Select at random 25 % of the compounds in a library to use as
satellites.

2. Compute the pairwise similarity matrix of all the compounds
against the satellites.

3. Perform PCA on the matrix and select the first two or three
principal components.

4. Using the principal components as descriptors, compute the
distance matrix for all the charted compounds or a subset.
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5. Add another 5 % of the database compounds to be used as
satellites and repeat steps 2—4.

6. Calculate the correlation between the distances obtained with
the PCA as descriptors and repeat step 5 until a correlation of
0.9 or higher is achieved.

7. Plot the chemical space. See Fig. 5.
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Fig. 5 ChemMaps concept. Chemical space is charted relative to adaptive chemical satellites. Two satellites
are used in the example

3.4 Activity It is common that some structural clusters tend to form when

Landscape Sweeping analyzing the chemical space of libraries. Moreover, these clusters
may also have different SAR morphologies, with a smoother or
rougher application of the similarity principle [11, 51]. The SAR
studies and their use for selecting clusters of molecules from a given
library are named “activity landscape sweeping.” Such approach is
useful to characterize discrete regions in the chemical space where
predictive methods that heavily rely upon the similarity principle
could be applied. The method is quite straightforward:

1. As a baseline, compute the general SAS map for the whole
library as described in Sect. 2.3.1.

2. Plot the chemical space as described in either Sect. 3.1 or 3.3.

3. For defining clusters in the chemical space, apply some method
for unsupervised clustering, such as k-means. K-means method
could use many principal components for defining the clusters.
For selecting a number of principal components to use, a rule
of thumb is to plot the contribution of variances of the princi-
pal components and select the “elbow” of the curve (i.e., the
inflexion point whereupon adding more principal components
do not significantly add information). Given that z-means also
requires to a priori define the number of clusters, a similar
procedure as that for selecting the number of principal compo-
nents could be applied. However, instead of plotting the var-
iances contribution, the within groups sum of squares is used.
However, the number of clusters can also be defined visually by
manually adjusting it.
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4. Once that clusters of compounds are defined, individual SAS
maps per cluster are plotted as described in Sect. 2.3.1.

5. The SAS maps and the proportions of activity cliffs are com-
pared, in order to identify regions with smoother SAR.

4 Target Fishing

4.1 Target
Identification

4.1.1  Multi-label
Classifiers

In polypharmacology, the identification of all the likely targets for a
given chemical compound is of utmost importance and has been an
active area of research in recent years [52]. This problem is known
as reverse virtual screening or “target fishing” [53]. There is a
plethora of computational approaches applied in this field. Che-
moinformatics methods are mostly based on the principle of SAR
[54] which suggests that similar compounds are likely to overlap
between the sets of targets that they show activity against [55].

This identification of targets for a given compound can be
carried out based on the similarity it presents with other compounds
that are known to be active or inactive against some targets. If
quantitative and comparable activity values are available, it is possible
to build quantitative structure—activity relationships (QSAR) models
[21, 56] for every target of interest. If the activity values are not
completely reliable, a better alternative is the use of the categorical
form of them to build machine-learning models for clustering and
classification [57]. Although the general objective of most of these
methodologies is the identification of targets for a given compound,
the amount and type of biological information available can lead to
various applications. This section describes the methodologies impli-
cated in them.

The most general application of target fishing strategies consists of
predicting all the possible targets for a given compound, or at least
all of them for which bioactivity data is known. Most of these
strategies treat the target fishing problem as a multi-label classifica-
tion problem, in which every target is a label that a given compound
belongs to and for which a predictive model is constructed [52, 58].
The main differences between different approaches are the molecular
representation employed and the predictive models used. This work
is not intended to provide a detailed description on the construction
of these models, which can be found in several other works [59, 60],
but of the general strategy for their application.

One of the most used alternatives to face the target fishing problem
is by building a multi-label classifier. The general steps to build such
model are described below:

1. Given a set of targets of interest, a set of compounds, and a
defined bipartite activity relation between them, construct and
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curate compound databases for each target according to the
methods discussed in Sect. 2.1.

. Build and validate a binary classifier for each database, which

allows to distinguish between active and inactive compounds.
At this point lies the main difference between distinct models,
because the pertinence of a compound to one class or another
can be defined according to a priori defined thresholds for a
given score. For instance, a similarity coefficient when dealing
with similarity searches (discussed in Sect. 2.2), an activity value
in the case of QSAR models, or the probability coming from a
machine-learning model.

. Finally, evaluate a compound of interest with all binary models.

The targets associated to that compound will be those for

which the binary classifiers assign a score higher than the
established threshold.

The general scheme of a multi-label classifier is presented in

Fig. 6a. The application of these types of strategies in drug design
projects is discussed in other works [21, 61, 62] and currently there
are several web implementations of these methods [58, 63].

4.1.2  Cluster Analysis Another methodology to address the multi-label classification pro-
blem of target fishing is clustering, which is the task of grouping
objects (compounds) such a way that objects belonging to the same
group are more similar to each other in comparison to those
belonging to other groups. This kind of methodologies only take
into account the structure and properties of compounds known to

Compounds
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Fig. 6 (a) Representation of a multi-label classifier. The targets associated to the query compound are those
for which the corresponding classifiers identify them in the active class. (b) Representation of a clustering
analysis. The targets associated to the query compound are those associated to the cluster in which such

compound is grouped
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be active against each target of interest. The general strategy is as
follows:

1. Given a set of targets of interest, a set of compounds, and a
defined bipartite activity relation between them, construct and
curate a database considering only the compounds known to be
active against at least one target.

2. Split the compound database into multiple groups by using a
clustering algorithm. This grouping task can be performed
according to different criteria, for example, by scaffolds or by
molecular similarity, discussed in Sect. 2.2, or employing a
machine-learning algorithm like #-means, discussed in Sect. 3.4.

3. For each cluster, identify all the targets against which at least
one compound in the cluster is active, those will be the targets
associated to that cluster.

4. Finally, assign a compound of interest to one cluster by using
the same criteria involved in step 2, the targets associated to
that cluster will be the predicted targets for the query
compound.

Figure 6b presents the general scheme of a cluster analysis.
Recent applications of this type of approaches in different research
areas and web implementations are discussed in other publications
[64, 65].

Although the knowledge of compounds with activity against one or
several targets is fundamental for the development of the strategies
presented in Sect. 4.1, these are not the only bioactivity data avail-
able. In addition to data from target-based methodologies, the
amount of data from cell-based phenotypic screenings has increased
considerably in recent years [66]. One of the major advantages of this
kind of information is that it provides a more direct view of the
responses taking place in the context of a complex biological system,
such as a cell [67].

Identitying the molecular targets of active hits from phenotypic
screens is a required process to understand the mechanisms of
action involved and thus direct the optimization of such com-
pounds. This task is referred as target deconvolution and the che-
minformatic approaches to address the problem are essentially the
same as those presented in the previous section, with the major
difference being that the set of targets to analyze is reduced to those
relevant for the phenotype under study [64, 68].

5 Future Prospects

The increasing awareness of polypharmacology in drug discovery
and developments will continue demanding the application of che-
moinformatics approaches to accelerate the process. Computational
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methods initially developed for drug discovery focused on a single
target are being adapted to develop compounds for multiple targets.
Typical examples are SMARt and inverse virtual screening or target
fishing. In this regard, it is expected that such approaches are further
refined to improve accuracy. It is also expected that new computa-
tional approaches will emerge to boost the development of poly-
pharmacological drugs.
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Abstract

Computational techniques have proven to be an essential tool in modern drug discovery research. These
tools offer powerful methods for prediction of ligand—receptor interaction events at atomic details, without
attempting exhaustive experimental setup. Single ligand-single target strategies for the discovery of new
drug molecules have become outdated due to the factors like drug resistance, increased side effects, reduced
efficacy, etc., in addition to the involvement of long time period for validation of a new molecule by
toxicology and pharmacokinetic studies. Multi-target drug designing approach can offer a paradigm shift
for alternative usage of known drugs for complex diseases. These approaches combine knowledge of
complex disease networks, chemical and physical characteristics of drugs, and biological receptors. With
the availability of advanced computational resources, a number of tools have been developed that help in the
identification of new and multiple targets for the already known or new drugs. In the present chapter, an
attempt has been made to highlight the current state-of-the-art methodologies used in multi-target
identification for therapeutic effects of known drugs or new drug candidates.

Keywords Binding interactions, Machine learning, Molecular docking, Molecular dynamics, Multi-
target drug design (MTDD), Polypharmacology, QM-MM approach, QSAR, Systems approach

1 Introduction

Drug discovery for complex diseases continues to present several
challenges to researchers as these diseases are known to possess
complex network of pathways involving diverse proteins as func-
tional units. Examples of such diseases are cancer, certain neuro-
logical disorders, inflammatory diseases, and metabolic and
cardiovascular diseases; even addiction-related problems encompass
networks of multiple pathways [1]. These networks are often so
robust that any effort to tamper them through modulating a single
biomolecular target results in the activation of alternative pathways
for effective management of network functioning [2, 3]. Even with
the most state-of-the-art technology, the drug discovery process is
still an extremely expensive and time consuming prospect [4-7]. It
has been recognized that an effective strategy to counter such
robustness of biological networks is to attack them simultaneously
at multiple levels [ 8]. Such multi-level targeted attacks require drug
molecules that can bind with multiple biomolecules—mostly pro-
teins, but also nucleic acids in some cases. The search for such
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multi-target agents could be achieved by identifying promiscuous
compounds that have the tendency to bind with several proteins.
During recent times, one effective way to fill the gap in the devel-
opment of new therapeutic agents has been the repurposing of the
existing approved drugs for different diseases. The strategy has
been extensively supported by computational modeling approaches
for faster prediction of efficacy of known drugs with new targets
[9-15] by elimination of steps involving toxicological and pharma-
cokinetic assessments. For example, multi-target interaction studies
have proven to be useful in the prediction of potential ligands that
target multiple proteins in malaria [11]. Another option to recog-
nize a multi-target drug may be the identification of alternate
targets for a known drug with some degree of side effects, conse-
quently leading to the optimization of particular drug for a com-
plex disease. Thereby, drug repurposing or polypharmacology is
another way to find out alternative targets of existing drugs
[16,17].

Multi-target drugs have become popular during recent years
owing to the following advantages:

1. Improved efficacy
. Fewer side effects
. Better bioavailability

. Reduced risk of drug resistance
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. Less burden on discovery

Efficacy of a drug depends on its interaction with biological
receptors. Binding of drug-like small molecules with biological
receptors involves several bond types, most notably among them
are weak interactions originating in weak hydrogen bonds, van-der-
Waals interactions, hydrophobic associations, etc. As a result, the
molecule naturally possesses affinity towards more than one bio-
molecules with varying degree of strength. Such multi-target bind-
ing raises an obvious point that in case the drug molecule has
affinity to bind with several other biomolecules, shouldn’t they be
optimized appropriately for modulation with desired targets in
biological systems:?

Two main approaches in computational multi-target drug dis-
covery being practiced are:

1. Ligand-based virtual screening

2. Structure-based virtual screening

Different methodologies under the above two types of
approaches have been presented in Fig. 1.

Machine Learning (ML) methods depend on understanding
the differences in known active and inactive leads. These methods
comprise several approaches such as linear discriminant analysis
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Computational Approaches

for Multi-target Drug Design

Ligand Based Structure Based

Molecular Pharmacophore Pharmacophore
Docking Search based searching

Conformational
Alignment (3D
structure Based)

Pharmacophore Machine
based searching Learning

Similarity Search
(Descriptor Based)

Fig. 1 An overview of computational approaches for multi-target drug discovery

(LDA), k-nearest neighbors, binary kernel discrimination, Bayesian
methods, decision trees, random forests, artificial neural networks
(ANN), and support vector machines. The reliability of these meth-
ods depends on the quality of datasets.

Considerable progress has taken place in the development of
structure-based drug discovery approaches due to advancements in
computational techniques and resource utilization. Depending on
the ligand- and structure-based approaches, various available
computational tools are utilized for multi-target drug design.
Here, in the following sections, the details of some important
computational methods and methodologies that are helpful in
speeding up the multi-target drug discovery process are explained.

2 Multi-Target Drug Design with Systems Approach

Human biology is full of complex networks consisting of proteins,
nucleic acids, etc. Each node of a network signifies a biological
macromolecule such as protein, DNA, or RNA while each link
represents their mutual interactions within pathways. Most multi-
target drugs are weak binders as they interact with multiple recep-
tors with weaker interactions. It is known that limited inhibition of
a small number of targets can provide useful therapeutic effects and
it has been suggested that often the inclusive effect of partial
drug action at multiple target sites is better than the exclusive
drug action at a single target. Several multi-target drugs such as
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Table 1

sunitinib, lapatinib, and dasatinib have been discovered and used
effectively for cancer treatment [ 18, 19]. These drugs are known to
effectively block the alternative escape mechanism of disease net-
works [20-22].

Systems approach makes use of the available knowledge of
disease processes and drug actions to integrate biological system
network and data mining to identify the drug for treatment of
diseases by modulation of more than one target, cither one drug
binding to multiple targets or multiple drugs binding to different
targets within a network. Network theory-based methods such as
network-based inference (NBI), target-based similarity inference
(TBSI), and drug-based similarity inference (DBSI) have been
effectively used to identify new targets for existing drugs
[23]. Recently, a few ligand-based target similarity methods have
been developed that predict similar protein targets for known drug
molecules. For instance, investigations with Similarity Ensemble
Approach [24] reveal that functional genomics and ligand similarity
are complimentary, and can be assessed by employing network-
based similarity searching approaches. Some freely available tools
and servers employing Systems Approach are listed in Table 1.

List of some freely available tools and servers for systems approach

Program

Details Link
PharmMapper Server Identifies potential target candidates for ~ Honglinli’s group, School of
small molecules using pharmacophore Pharmacy, East China University
mapping approach of Science and Technology

http: //lilab.ecust.edu.cn/
pharmmapper/index.php

Stitch Server (search  Provides information about interactions EMBL

tool for

