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1  Introduction 

The only sustainable energy source on earth is sunlight. Within one hour the current 
annual energy demand of the world reaches the surface of earth as sunlight. Many 
concepts to harvest, use and store this energy directly or from secondary processes, 
such as wind or waves, are now under development to finally reduce our dependen-
cy on fossil energy sources. While the conversion of light into electrical energy has 
reached a high level of efficiency and is already at the stage of commercial applica-
tions, the use of visible light to drive chemical reactions is much less developed. 
This is surprising looking at the omnipresent biological photosynthesis, which 
harvests and stores energy from sunlight in chemical products as the basis for life 
on earth.  

Light-induced reactions of molecules are the topic of a well established, classic 
area of chemistry, which is called photochemistry. However, most of the work in the 
past focused on direct excitation of molecules – and as most organic compounds do 
not absorb in the visible part of the spectrum – the excitation requires short wave-
length () ultraviolet irradiation, frequently in a region of  = 250−300 nm. On earth, 
solar irradiation is unsuited to induce these reactions because its short wavelength 
contribution is luckily blocked by the ozone layer. The highest intensity of light in 
the solar spectrum is found in the blue, green, and red region at  = 400−650 nm. To 
utilize this light energy for the conversion of molecules that do not absorb above 
300 nm, sensitizers or photocatalysts are required. In principle, the concept of pho-
tocatalysis is well known, but less developed with respect to organic-chemical reac-
tions: Visible light excites the sensitizer chromophore which transfers energy or an 
electron to the substrate to be converted. The most prominent example is the gener-
ation of reactive singlet oxygen from triplet oxygen by sensitizers such as methylene 
blue or porphyrins. Although the energy content of visible light is significantly low-
er compared to UV irradiation, it can still be sufficient to overcome activation barri-
ers, cleave weaker bonds and generate reactive intermediates for synthesis. The 
energy of green light at  = 530 nm corresponds to 222 kJ/mol, and blue light at 
 = 400 nm to 300 kJ/mol. 

In the last years the number of reports using visible ( = 400−800 nm) and UV A 
( = 320−400 nm) light in chemical synthesis has dramatically increased. While one 
area of interest is the photocatalytic generation of dihydrogen as an energy source, 
other work focused on applications in synthesis mediating functional group trans-
formations or bond formations. High power LEDs have become cheaply available as 
a perfect source of intense light in a defined wavelength range and make, in combi-
nation with photomicroreactor and microflow technologies, exploratory chemistry 
with visible light technical simple and affordable. Selectivity issues can now be 
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addressed in a more sophisticated fashion. Catalytic cycles can be designed, which 
guarentee an efficient turnover and high chemoselectivity. A number of regio-, dia-
stereo-, and even enantioselective reactions have become feasible in recent years. 
The idea to use long wavelength light for chemical processes is by no means new: 
More than 100 years ago Giacomo Ciamician promoted the use of visible light for 
chemical transformations as sustainable technology for the future. In the context of 
post Industrial Revolution with steam engines and combustion cars his ideas were 
not taken up widely, but now the time to consider photochemical reactions for a 
sustainable future has come. 

We summarize in this book the chemical and physical principles of photocatal-
ysis and discuss spectroscopic methods to determine the underlying reaction mech-
anisms. Recent examples of photocatalytic reactions are presented in various chap-
ters, classified by the type of photocatalysts (e. g. heterogeneous or metal complex) 
or by the catalyzed reaction (photoorganoredox, arylation, oxidation, dihydrogen 
generation). The background information and the specific examples will give the 
reader an overview of the state of the art in the field and its future perspectives. The 
ongoing research presented in this book has been and continues to be supported by 
generous funding from the Deutsche Forschungsgemeinschaft, which established in 
2010 a graduate college on Chemical Photocatalysis (GRK 1626) at the University of 
Regensburg (with collaborating groups in Munich and Erlangen). 

Regensburg, Munich, August 2012 
Burkhard König, Thorsten Bach 



Peter Schroll 

2  Early pioneers of organic photochemistry 

“When oil will have been all burned in our prodigal industries, it may become neces-
sary, even on social grounds, to come to exploit solar energy.” [1] This foresightful 
statement fits perfectly into modern debates at the beginning of the twenty-first cen-
tury about the necessity of using renewable energies, but is in fact more than one 
hundred years old, written by Giacomo Ciamician, an early pioneer of organic photo-
chemistry. He was a visionary chemist who was invaluable in developing photo-
chemistry, an upcoming science at the beginning of the twentieth century. Apart 
from his credits to discover several new photochemical reactions, he was interested 
in using these reactions on an industrial scale. Nevertheless, chemical transfor-
mations under the influence of light were known long before. In 1790, Joseph Priest-
ley (1733–1800) exposed partially filled vials of “spirit of nitre” (nitric acid) to sun-
light and observed a reddish color, which was attributed to the formation of nitrogen 
dioxide (Figure 2.1). This first photochemical reaction in the gas phase marks the 
beginning of photochemistry. [2] Moreover, Priestley is given credit for discovering 
basic principles of photosynthesis, the most important photochemical process for 
living organisms on earth. He “fully ascertained the influence of light in the produc-
tion of dephlogisticated air (oxygen) in water by means of a green substance,” which 
was identified as tiny plants. [2, 3] After Nicholas Theodore de Saussure (1767–
1845) had shown in 1804 that the influence of light causes plants to consume water 
and carbon dioxide and to generate oxygen, a fundamental understanding of the 
process of photosynthesis in green plants had been discovered. [2, 4] 

The English chemist Sir Humphry Davy (1778–1829) used sunlight to produce 
phosgene out of a mixture of chlorine and carbon dioxide in 1812. [5] Moreover, 

Figure 2.1: Joseph Priestley (1733–1800), English philoso-
pher, chemist and physicist.
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during his studies of halogens and their salts he discovered the light sensitivity of 
silver iodine, which created the basis for the process of photography. For decades, 
photography was the most important application of photochemical processes.  

As early as 1831, Johann Wolfgang Döbereiner (1780–1849) reported the light-
induced reduction of metal ions by oxalic acid. [2, 6] In the case of an aqueous solu-
tion of oxalic acid and iron(III) oxide irradiated by sunlight, he obtained carbon 
dioxide and humboldtite, a basic iron(II) oxide. Similarly, he reduced salts of plati-
num, silver and iridium. In each case, the result was checked by control experi-
ments in the dark. Unfortunately, he was not able to report the first photoreaction of 
a ruthenium compound, whose complexes today serve as powerful photocatalysts, 
since ruthenium was discovered thirteen years later in 1844. 

The following decades were characterized by accidental discoveries of photo-
chemical reactions. Several researchers contributed to the new field of photochemis-
try by discovering single reactions. Among the first reactions were [2+2]-cyclo-
additions, geometric isomerizations, light-induced halogenations, photoreductions 
of carbonyl compounds and photodimerizations.  

Carl Julius Fritzsche (1808–1871) observed the light sensitivity of anthracene 
in 1867: “When a cold, saturated solution [of anthracene] is exposed to sunlight, 
microscopic crystals begin to precipitate.” [7] However, it took another twenty-five 
years to recognize the photoproduct, being the dimer of anthracene, as a result of a 
[4+4]-cycloaddition. [8] In this case, the photoreaction was discovered due to the 
fact that the photoproduct was less soluble than the starting material.  

In 1877, Carl Theodor Liebermann (1842–1914), a German chemist working in 
Berlin, observed the conversion of yellow crystals of thymoquinone (2-isopro-
pyl-5-methylbenzoquinone) producing a white photoproduct under irradiation with 
sunlight (Figure 2.2). This was the first example of a [2+2]-cycloaddition. [9] It is 
worth mentioning that he was the first to test artificial light sources since early pho-
tochemists used sunlight as the only and most important source of radiation at that 

Figure 2.2: Carl Theodor Liebermann (1842–1914), a pio-
neer of solid-state photochemistry. 
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time. [10] Liebermann is today known as a pioneer of solid-state photochemistry due 
to his examinations concerning the dimerization of quinones and styrene deriva-
tives. [11] As far as the latter are concerned, Bertram and Kürsten, two chemists 
working in industry, were a few months faster in publishing the light-mediated 
dimerization of cinnamic acid and are therefore given credit for the discovery of the 
dimerization of styrene derivatives. [12] However, Liebermann was the most im-
portant photochemist of the nineteenth century. 

The first geometric isomerization of olefins was reported by William Henry Per-
kin (1838–1907) in 1881 (Figure 2.3). He irradiated 2-alkoxy-cinnamic acid and ob-
tained the “-isomer.” [13] Liebermann found out that iodine accelerates the cis-trans 
isomerization of aromatic unsaturated acids such as -phenylpentadienoic acid. [10] 
Johannes Wislicenus (1835–1902) was able to extend the method to nonaromatic 
systems. Amongst others, when he irradiated maleic acid in an aqueous solution of 
bromine, fumaric acid was obtained. [2, 14]  

Halogens also played an important role in photochemical experiments of 
Julian Schramm (1852–1926) in Lemberg. Between 1884 and 1888 he studied the 
light-induced bromination of alkylbenzenes and found out “that light and dark-
ness work in the same way as elevated and low temperatures, respectively.” [15] At 
that time it was known that the selectivity of a halogenation reaction is tempera-
ture-dependent: at low temperatures, the aromatic ring is halogenated while at 
elevated temperatures a substitution reaction occurs at the alkyl side chain. The 
new aspect of his work was the finding that the halogenation reaction can be car-
ried out with light and that the selectivity can be controlled using sunlight irradia-
tion or darkness. Moreover, Schramm was the first to realize the potential of this 

Figure 2.3: William Henry Perkin examined the first 
light-induced geometric isomerizations. 
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type of reaction for industrial application. Today, photochlorination is an im-
portant tool in industrial synthesis. 

An impressive example of an accidental discovery of a new reaction is given by 
Heinrich Klinger (1853–1945). During his attempts to convert benzil to isobenzil in 
an aqueous solution of ether, he observed the unexpected formation of crystals. 
A close examination showed that the outcome of the reaction was not reproducible. 
Looking for the unknown parameter, he realized that “some of the tubes were ex-
posed to sunlight in the morning hours.” [16] The crystals were identified as a mo-
lecular complex of benzil and benzoin. Hence, in 1886, Klinger had observed the 
first light-mediated reduction of a keto group to the corresponding alcohol. A sub-
sequent study of different ketones and the replacement of ether by an aldehyde led 
to interesting results. The intermolecular photoreaction of benzoquinone with ben-
zaldehyde, for example, resulted in the formation of a new carbon-carbon bond in 
the photoproduct 2,5-dihydroxybenzophenone. [17] He observed a “synthetic effect 
of light” which he compared to photosynthesis in living plants. [18] This reaction is 
considered to be the first photoreaction for synthetic purposes. 

After all these preliminary reactions had been reported and the knowledge about 
photochemical reactions had increased, the time was ready for a systematic study of 
light-driven reactions. Italy, as it turned out, would become a center of research for 
photochemical reactions. The development of photochemistry in Italy is closely relat-
ed with the photoreaction of santonin 1 (Figure 2.6). This is the longest known photo-
reaction of an organic compound. Santonin was formerly used as an anthelmintic 
drug, but is today replaced by less toxic agents. In 1834, Hermann Trommsdorff 
(1811–1884), a pharmacist in Erfurt (Germany), observed a color change of white 
santonin crystals to yellow ones followed by a crystal burst after exposure to sunlight. 
[19] Moreover, he examined the wavelength dependency of the reaction by means of a 
prism. He found out that the yellow color of the crystals appears after irradiation with 
direct sunlight as well as with violet and blue rays, but not with green, yellow or red 
beams. Looking back, this was a remarkable result for the first half of the nineteenth 
century, since not much was known about the nature of light at that time. Later scien-
tists continued at this stage. Perkin and Klinger used colored solutions such as sulfate 
of quinine, cuprous ammonium sulfate and potassium dichromate as filters. Both 
researchers attributed the photochemical reactivity of their systems to the blue, violet 
and ultraviolet rays. Further investigations of Trommsdorff led to the result that san-
tonin and its photoproduct were isomers. However, both structures could not be de-
termined exactly with the methods of that time. The problem remained unsolved. 

Several years later, Fausto Alessandro Sestini (1839–1904), an Italian chemist 
working in Rome, was faced with the problem of santonin and its photoreaction 
(Figure 2.4). He identified the photoproduct as photosantonic acid. Sestini is also 
considered to be the founder of photochemistry in Italy. Cooperating with Stanislao 
Cannizzaro (1826–1910) in Rome (Figure 2.5), with Sestini introducing Cannizzaro 
to photochemistry, both scientists continued to work together on this topic. [20] 
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Figure 2.4: Fausto Alessandro Sestini, the originator of pho-
tochemistry in Italy, worked on the elucidation of the pho-
torearrangement of santonin. 

In almost twenty years of examination of the santonin photoreaction, Cannizzaro 
discovered an additional intermediate of the reaction which they called isophotosan-
tonic acid. [21, 22] The final structure of photosantonic acid 5 was not described correct-
ly until 1958, that is, 124 years after Trommsdorff first observed this photoreaction. 
[23, 24] Today we know that santonin 1 and photosantonic acid 5 have different crystal 
structures. This is the explanation for the observation that sunlight causes crystals of 
santonin to burst. The pathway for the rearrangement is given in Figure 2.6. 

In his laboratory in Rome, Cannizzaro introduced Giacomo Ciamician and Paul 
Silber to photochemistry, two researchers, who had great influence in the develop-
ment of this new branch of chemistry. Giacomo Ciamician (1857–1922) was an 
Italian chemist of Armenian descent who joined the Cannizzaro group in 1881 where  
 

Figure 2.5: Stanislao Cannizzaro introduced Ciamician and 
Silber to photochemistry.
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Figure 2.6: Photorearrangement of santonin to photosantonic acid. 

he, too, was faced with the problem of the santonin reaction (Figure 2.7). In 1885, he 
started the first photochemical examinations and soon the German Paul Silber 
(1851–1932) joined his projects. [25] They discovered the photoreduction of nitro-
benzene to aniline and 2-methylquinoline in an alcoholic solution and found out 
that a solution of benzoquinone in ethanol is converted to hydroquinone and acet-
aldehyde after five months of solar irradiation. [26] Although the work had been 
carried out independently from Klinger’s photoreduction of ketones in Bonn (Ger-
many), the latter was several months faster in publishing his results and claimed 
this field for his own research, which was possible in the nineteenth century. Thus, 
Ciamician’s and Silber’s first excursion in the field of organic photochemistry had 
come to a sudden end. They did not continue their work in photochemistry until the 

 

Figure 2.7: Giacomo Ciamician’s (left) and Paul Sailber’s (right) work surpassed any previous effort 
in photochemistry.
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year 1900. Ciamician moved to Padua in 1887 and then to Bologna in 1889 where he 
was accompanied by Paul Silber who became a co-worker for the next 25 years, until 
World War I ended their partnership. [27] The skills of both researchers, with 
“Ciamician as the genial and critical research director” and “Silber as the skilled 
and patient experimenter”, being able to isolate and identify even labile photoprod-
ucts, made this collaboration “a profitable partnership”. [28] Restarting in 1900, 
Ciamician and Silber conducted the first systematic study of the behavior of organic 
compounds toward light. This was the most complete study of the effect of light 
at that time. Ciamician was known for his enthusiastic dedication to teaching 
characterized by an interdisciplinary character. [29] In a lecture before the French 
Chemical Society in 1908, he summarized and classified the photoreactions discov-
ered by him and other researchers. [1] Among the reported reactions were photo-
chemical reactions of carbonyl groups such as oxidation, reduction and hydrogen 
transfer as well as α- and β-cleavage, reduction of nitro compounds, condensation 
reactions such as cycloaddition, dimerization or photopinacolization forming a new 
carbon-carbon bond, autoxidation, and geometric isomerization of several unsatu-
rated compounds. [27, 30] 

Ciamician’s earliest photochemical experiment, the photochemistry of quinones, 
is a light-mediated redox reaction. An alcoholic solution of 1,4-benzoquinone was 
converted to hydroquinone and acetaldehyde under irradiation with sunlight. Both 
processes, the oxidation as well as the reduction, were useful reactions. As far as 
the oxidative side is concerned, a mild and selective oxidation of primary alcohols 
to aldehydes was found. This is particularly interesting since not too many syn-
thetic tools are available for such a transformation. One might think of the Swern 
oxidation or the use of toxic chromium reagents, for example. With sunlight, the 
oxidation takes place under very mild conditions. Secondary alcohols were found 
to be oxidized to ketones, e. g. isopropanol to acetone. Furthermore, polyalcohols 
were oxidized to sugars, as shown by the reactions of glycerol to glyceraldehyde, 
erythrol 6 to erythrose 7, and mannitol to mannose (Figure 2.8). [31–33] All these 
reactions benefit from the photoactivated oxidizing ability of 1,4-benzoquinone.  

Taking the reducing side, not only was benzoquinone transformed to hydro-
quinone, but also aromatic ketones were found to undergo photopinacolization, 
since aromatic ketones underwent clean bimolecular reduction to pinacols in the 
presence of an alcohol as a reducing agent. Alloxane 8 was converted to alloxan-
tin 9 (Figure 2.8) and aldehydes gave hydrobenzoins. These reactions were of pre-
parative interest. The mechanistic background is the high reactivity of the triplet 
state of carbonyls and other n* states with regard to fast hydrogen abstraction 
generating C-centered radicals.  

In a similar way, the reaction was used for the light-driven reductive alkyla-
tion of ketones. Aromatic ketones such as benzophenone in the presence of ben-
zylalcohol gave the alkylated product 10 (Figure 2.8). The reaction was consid-
ered to be similar to the aldol reaction. 
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Another group of photooxidants is that of nitroaromatics. They were reduced 
to the corresponding anilines upon irradiation in alcohols. [34, 35] Of particular 
importance was the intramolecular reaction of ortho-nitrobenzaldehyde 11 to give 
ortho-nitrosobenzoic acid 12 (Figure 2.8). This process was by far faster than other 
conversions, which were typically in the time scale of weeks or months. [36] 
Nowadays, intramolecular hydrogen abstraction by a nitro group is widely used 
in terms of the ortho-nitrobenzyl moiety as a photoremovable protecting group. 

Besides oxidation reactions with benzoquinone or nitro compounds as oxi-
dants, Ciamician and Silber discovered oxidation reactions involving molecular 
oxygen. Stilbene was converted to benzaldehyde in the presence of light and 
oxygen. The mechanism was explained by addition of the oxygen molecule to the 
double bond of stilbene forming a dioxetane intermediate followed by cleavage of 
the four-membered ring. 

Ketones such as acetone were oxidatively cleaved giving acetic and formic 
acid under aerobic conditions. Furthermore, fragmentation reactions were found 
to occur in aqueous media. Irradiation of acetone gave acetic acid and methane – 
a formal hydrolysis of the carbon-carbon bond in α-position to the carbonyl 
group – as a result of α-cleavage. This reaction is today known as the Norrish 
Type I reaction. The name was established after detailed examinations in the gas 
phase by the English chemist Ronald George Wreyford Norrish (1897–1978) in 
the 1930s. [37, 38] Cyclic ketones were noticed to give two different products: 
open-chain saturated acids and unsaturated aldehydes. For example, the cleav-
age of cyclohexanone yielded hexanoic acid 13 and -hexenal 14. The latter 
product was obtained by a Norrish Type II reaction, as it was called later (Fig-
ure 2.8). The identification of all products must be attributed to the extraordinary 
experimental skills of the scientists since it was very difficult to characterize 
aliphatic aldehydes at that time. 

Apart from photochemical reactions including carbonyl compounds as reac-
tants, Ciamician and Silber also used the reactivity of olefins. Geometric isomeriza-
tions were observed confirming the work of Liebermann and Wislicenus. Additional-
ly, Ciamician and Silber studied the syn-anti isomerization of oximes and the 
isomerization of cyanoazo derivatives. [30] Reactions forming new bonds were 
summarized as “polymerization and condensation reactions”. Cinnamic acid was 
found to undergo dimerization to truxilic acid in the solid state, confirming previous 
work of Bertram and Kürsten. The dimerization of stilbene in solution was reported 
after two years of irradiation and a coumarin dimer was found whose syn head-to-
head structure was finally proven in 1962. [39] Besides such intermolecular 
[2+2]-cycloadditions, the first intramolecular reaction was found in case of the mono-
terpene ketone carvone 15, which gave an isomeric product in a clean reaction, 
whose structure could not be determined exactly by Ciamician. He proposed the 
tricyclic product carvonecamphor 16 to be formed. The proposal was found to be 
correct in 1957. [40] A similar reaction including the [2+2]-cycloaddition of an olefin 
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and a carbonyl group giving oxetanes was discovered by another important Italian 
pioneer of photochemistry, Emanuele Paternò (1847–1935), in Rome in 1909. [41] 
The reaction was improved in 1954 by the Swiss-American chemist George Her-
mann Büchi (1921–1998) and is today known as the Paternò–Büchi reaction. [42]  

The value of Ciamician’s and Silber’s work is not only described by the numer-
ous new photoreactions they had discovered, but also by Ciamician’s attempt to 
establish photochemistry as a science of its own by summarizing all the work known 
so far and by drawing a visionary picture about future applications of light-driven 
reactions in organic synthesis as well as in industry to produce solar fuels. He al-
ways emphasized the interdisciplinary character of his work and found parallels 
with physics and biology.  Ciamician was looking for new synthetic methods and he 
was convinced that light was a novel reagent for synthesis under very mild condi-
tions. He was somehow dissatisfied with the fact that many chemical reactions 
needed very aggressive reagents. In contrast, he realized that green plants were able 
to effectively use light. “For plants, light is the source of energy. Through the inter-
vention of chlorophyll, green plants accumulate solar energy and transform it into 
chemical energy … Chemistry in the laboratory differs from chemistry of organisms 
not in the materials, but in the reagents used. It is thus apparent that the further 
advancement of biology requires that all of the compounds present in nature can be 
produced by using only reagents present in nature, rather than agents that do not 
belong to the living world.” [1, 27] Photochemistry was considered as a “better” 
chemistry, inspired by the mild reactions in green plants. According to Ciamician, 
molecular photochemistry could be a method to imitate the mild conditions of bio-
chemical reactions. An understanding of chemical reactions in organisms was seen 
to be of high importance for the progress of man-made chemistry, which he encour-
aged should be biomimetic chemistry. [29] Throughout his studies of photochemical 
reactions, he found several examples where light served as an agent to achieve con-
versions under milder conditions. One example is the above-mentioned selective 
oxidation of alcohols to aldehydes by benzoquinone. This photoinduced oxidation 
was seen as a substitute for strong agents like bromine or nitric acid. The cross-
coupling reaction of an aliphatic ketone with an aliphatic alcohol to give the corre-
sponding pinacol was considered to be similar to the aldol reaction with the differ-
ence that no base was required. The oxidative cleavage of stilbene by means of light 
was found to be able to replace ozone. And the mild cleavage of ketones could avoid 
harsh conditions such as cleavage with permanganate. In a way, this kind of chem-
istry refers to what is today called “green” or “sustainable chemistry,” although the 
terms were proposed later.  

Ciamician realized that fossil fuels were not inexhaustible and stood up for the 
idea that industry should not wait for a possible shortage of fossil fuels, but begin 
immediately to take advantage of photochemistry. Photochemical processes for the 
production of basic chemicals like sulfur trioxide or ammonia on an industrial scale 
were proposed. One should not forget that these were times where coal was the 
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backbone of the industry. Furthermore, for the first time in history, man-made mate-
rials began to get predominant over natural ones. Artificial products were easily 
available by synthetic methods. People were no longer dependent on laborious 
isolation from natural sources. There was a strong belief in technical progress. That 
is why his request to exploit solar energy as the only lasting form of energy came too 
early. The visionary picture of “The Photochemistry of the Future” from 1912 [43] did 
not find its breakthrough in industry, but was shared by a few other scientists. The 
German chemist Hans Stobbe (1860–1938) for example, who is best known for his 
pioneering studies on the photochromism of fulgides, was also campaigning for a 
bigger role for photochemistry. [44, 45] 

The beginning of the twentieth century remains as a time of great progress for 
photochemistry since many types of photoreactions were already known. Besides 
Ciamician’s summary of photochemical reactions, several books appeared. In 1912, 
Alfred Benrath (1871–1969) from Königsberg (Germany) published a “Lehrbuch der 
Photochemie” (Textbook of Photochemistry). [46] Ivan Plotnikov (1878–1955), a 
Russian photochemist, wrote several books, for example, “Photochemische Ver-
suchstechnik” (1911), “Grundriss der Photochemie”, and “Lehrbuch der allgemeinen 
Photochemie.” [47] He gave a summary of the development of photochemistry 
where he noticed a “pre-scientific period up to about 1850” and a “second period of 
lively advancement” mainly combined with the development of photography. Ac-
cording to him, no earlier than at the beginning of the twentieth century had photo-
chemistry began its full development. [30]  

World War I marked a break in many respects. A number of research activities 
had come to a sudden end. Later on, many researchers continued in the field of 
organic photochemistry. Among them should be named only a few: Günther Otto 
Schenck (1913–2003) did not only discover the Schenck reaction, which is a 
photosensitized diastereoselective ene reaction of alkenes with singlet molecular 
dioxygen that affords allylic hydroperoxides, [48] but is also known for his work 
on the theory of photosensitization and chemical engineering in the field of solar 
photochemistry. [49] In 1944, he used chlorophyll from spinach leaves as photo-
sensitizers for the selective oxidation of -terpinene to produce ascaridol via a 
cycloaddition of oxygen to the diene (Figure 2.9). [50] This drug was urgently 
needed at that time as an anthelmintic to fight ascaris infections in humans. To 
address this, Schenck constructed an open-air solar irradiation pilot plant for the 
methylene blue-sensitized production of ascaridol. Later, he became involved in 
the technical development of water disinfection by UV irradiation. [49] 

The area of solid-state photochemistry that Liebermann had opened was en-
larged by Gerhard Martin Julius Schmidt (1919–1971), a German scientist work-
ing at the Weizmann Institute in Israel who was familiar with the fields of organic 
chemistry, crystallography, and spectroscopy (Figure 2.10). This constellation of 
knowledge led to the discovery of “topochemistry.” The term “topochemistry” 
means that solid-state reactions are determined by the geometry of the reactant 
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lattice or, in other words, that reactions in the solid state occur with a minimum 
amount of atomic or molecular movement. [51–53] 

Another scientist of international significance is the German Alexander 
Schönberg (1892–1985). [54] He emigrated to Egypt in 1937 due to unsafe political 
circumstances in Germany (Figure 2.11). In Egypt, his work on solar photochemistry 
was favored by reason of an annual availability of 3500 hours of sunshine. [55] Be-
sides many photochemical reactions he described the photochemical epoxidation of 
a carbonyl group in methanol [56] and the addition of olefins to ortho-quinones to 
give a six-membered ring, which is today known as “Schönberg addition.” [57] But  

 

Figure 2.10: Gerhard M. J. Schmidt, a pioneer of solid-state photochemistry.

 

Figure 2.9: Günther Otto Schenck and his pilot plant for the production of ascaridol in his garden in 
Heidelberg (1949). 
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he is most famous for his book “Preparative Organic Photochemistry”. [58] This 
book is the last portrait of photochemistry as it was before the theory of electronical-
ly excited states came up. [30] It uses an order different from that of today’s text-
books. Nowadays, textbooks show a theoretically based classification. It is an inter-
esting fact that many photochemical reactions were discovered although the 
underlying physical principles of all these processes were unexplored. Early photo-
chemists did not know about the nature of light and its effect on organic molecules 
to create electronically excited states. The development of physical chemistry and 
spectroscopy, particularly time-resolved spectroscopy, made concepts like quantiza-
tion of energy, electronically excited singlet and triplet states and deactivation of 
excited states via electron transfer available, which could explain the mechanisms 
of many photoreactions. [59, 60]  

All pioneers of photochemistry have created the basis for today’s research 
concerning light-mediated chemical transformations. Today, the need of an im-
proved disposal of solar energy is reflected in the discussion about “green chem-
istry” and the implementation of renewable energies. Maybe someday Ciamician’s 
hundred-year-old vision of the exploitation of solar energy will come true: “And 
if in a distant future the supply of coal will become completely exhausted, civili-
zation will not be checked by that, for life and civilization will continue as long 
as the sun shines.” [43] 
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3  Photophysics of Photocatalysts 

A comprehensive description of the principles of the photophysics and photochem-
istry of organic compounds requires a whole book, and is hence far beyond the 
scope of this chapter. There exist excellent textbooks on this subject, for example 
the recent book by Turro, Ramamurthy, and Scaiano [1]. Here we can only provide a 
short summary of some aspects of the photophysics of organic molecules that are of 
particular interest in the context of photocatalytic applications. 

A photochemical reaction is a chemical reaction that is initialized by the ab-
sorption of light and involves an electronically excited state in at least one reaction 
step. In the simplest case, the reactant A is promoted to one of its electronically 
excited states A* by absorption of a photon. The chemical properties of A* can be 
quite different from those of the electronic ground state A, i. e. A* can be regarded 
as a different chemical species. In many cases A* will undergo a unimolecular de-
composition or rearrangement. Examples are the elimination of molecular nitrogen 
from azocompounds or diazonium salts, or cis/trans isomerization of double bonds. 
However, when A* encounters another molecule B while still in the excited state, a 
bimolecular reaction is also possible. A common example is hydrogen abstraction 
by excited ketones. Figure 3.1 presents a scheme of these two reaction types. 

The energy diagram in Figure 3.1c illustrates the advantages of a photochemical 
reaction. Through electronic excitation, the reactant A is promoted in energy by a 
substantial amount. If the reaction from A to the product P involves a high barrier or 
is endothermic, the reaction from A* to this product P might be exothermic with 
almost no barrier. In order to achieve this in a thermal reaction, a very high temper-
ature would be required. The photochemical synthesis strategy is, however, limited 
to reactants that are at the same time also good light absorbers.  

The basic concept of photocatalysis is the separation of the light-absorbing step 
from the product-forming reaction. Figure 3.2 presents a schematic picture of the 
photocatalytic reaction.  

a) A A P

b) A

*

A P1*

B P2

c) E

reaction coordinate

A *

A
P

Figure 3.1: Reaction scheme for a unimolecular (a) and  
bimolecular (b) photochemical reaction. (c) Schematic  
reaction energy profile for a reaction from ground state A  
and electronically excited A* to a product P.
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The catalyst C contains the chromophore that absorbs the light and is promot-
ed to an excited state C*. Reaction of C* with a compound X will lead to two reac-
tion products, one being a modified catalyst C′. If this primary reaction is transfer 
of the excitation energy from C* to X, this will bring the catalyst directly back to 
the ground state, i. e. C′ = C and form the excited state X*. This process is common-
ly known as sensitization. Here we consider a true chemical reaction step, which is 
in most cases electron transfer or proton transfer. In order to close the catalytic 
cycle, C must then be recovered by reaction of C′ with another compound Y. The 
reaction products X′ and Y′ are often reactive intermediates that undergo subse-
quent reactions in the electronic ground state before they end in stable products. 
Usually, the desired product is PX, i. e. the product resulting from the bimolecular 
photochemical reaction of C* with X. Y then should be a cheap compound that is 
lost by the reaction. In the ideal case, both PX and PY are useful products. In the 
overwhelming majority of reactions studied so far in the research training group, 
the two reaction steps C* + X → C′ + X′ and C′ + Y → C + Y′ are one-electron transfer 
reactions. When C is electrically neutral, C′ is then either the radical anion C‒∙ or 
the radical cation C+∙. In this chapter we shall describe the photophysical and 
photochemical principles that govern the two reaction steps C → C* and C* → C′. 

This chapter has been organized into three sections. The first reviews the 
fundamental concepts that allow us to think of molecules in terms of a structure, 
i. e. nuclei arranged at well-defined relative positions that can be defined by 
bond lengths and angles. The key concept here is the Born–Oppenheimer (BO) 
approximation. This also allows us to consider the total energy of a molecule as a 
sum of electronic, vibrational, and rotational energy. Thus, we arrive at the con-
cept of electronic potential energy surfaces each accommodating a manifold of 
vibrational states. The second section describes those processes that are most 
relevant for photochemical reactions and photocatalysis. This is done from an 
experimentalist’s point of view with a minimum of theoretical language. The key 
element here is the famous Jablonsky diagram, which is first discussed for the 
isolated catalyst, and subsequently for the interacting pair of catalyst and reac-
tant. The third section presents a few considerations from a theoretician’s point 
of view. These provide to the interested reader a more detailed picture of the 
consequences of the Born–Oppenheimer approximation in particular for transi-
tions between vibronic states. It should also help in avoiding some pitfalls that 
can result from a too simplified quasi-classical treatment of quantum mechanical 
concepts.  

C
Y X´

C

hν

C*
Y´ XPY

PX Figure 3.2: Reaction scheme for a photocatalytic reaction. 
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3.1  Setting the Frame 

A molecule consists of nuclei and electrons, and the rules of quantum mechanics 
apply to both classes of particles. We are used to considering electrons as being 
delocalized, as an electron cloud, around the nuclei. But the same delocalization 
then should apply to the nuclei. Chemists (and some physicists) will consider this 
idea disturbing, but it is true: the wavefunction for any molecule in its lowest rota-
tional state is always completely spherically symmetric. Conversely, we rightly con-
sider molecules as systems with a defined structure, i. e. well-defined bond lengths, 
bond angles, and so on. How can the idea of the wave-nature of the nuclei be recon-
ciled with the notion of molecular structure? The key to this understanding is the 
Born–Oppenheimer approximation. Since this idea is so central to our ability to 
imagine molecular structure, it sets the frame for all discussions of (photo)chemical 
reactions, and is hence briefly summarized here.  

The complete information of a molecule in a particular stationary state is con-
tained in the corresponding wavefunction Θ(r, R) which is a function of the coordi-
nates r of all electrons and the coordinates R of all nuclei. This wavefunction is an 
eigenfunction of the total molecular Hamiltonian 

 (Tn + Te + Vee + Ven + Vnn)Θ(r, R) = EΘ(r, R). (3.1) 

In this equation, T and V refer to the operators of kinetic energy and potential ener-
gy, respectively. The indices e and n indicate electrons and nuclei. The operators Te 
and Tn involve second derivatives with respect to the electron coordinates and the 
nuclear coordinates, respectively. The potential terms are the Coulomb repulsion 
between the electrons (Vee) and the nuclei (Vnn), and the Coulomb attraction between 
electrons and nuclei (Ven). Even for the simplest case of two nuclei and a single elec-
tron Equation 3.1 can not be solved analytically. An often successful strategy to 
solve differential equations in several coordinates is to try separation of the varia-
bles. In the present case one would try to separate the nuclei from the electrons. The 
ansatz proposed by Born and Oppenheimer is  

 Θ (r, R) = Ψ(R; r) Φ(R), (3.2) 

where Ψ(R; r) is the electronic wavefunction, and Φ(R) is a nuclear wavefunction. 
Note that the electronic wavefunction is a function of the electron coordinates, but 
also depends on the positions of the nuclei. This expresses the assumption that the 
electrons move much faster than the nuclei. That is the electronic wavefunction will 
instantaneously re-adjust when the nuclei change their positions. The electronic 
Schrödinger equation 

 (Te + Vee + Ven)Ψa(R; r) = Ea(R)Ψa(R; r) (3.3) 

is then solved for a fixed arrangement R of the nuclei. This equation has many solu-
tions, which are labeled by the index a. The solution with the lowest energy is called 
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the electronic ground state, the others are electronically excited states. The corre-
sponding energy eigenvalue Ea(R) depends on the nuclear arrangement, and the set 
of all eigenvalues for the same electronic state for all nuclear arrangements form a 
hypersurface in configuration space.  

In the second step of the Born–Oppenheimer approximation, the operators in 
the original Schrödinger equation involving electronic coordinates are replaced by 
their expectation value integrated over the electronic wavefunction. The equation 
involves only nuclear coordinates and is solved for the nuclear wavefunction Φ(R) 

 (Tn + Ea(R) + Vnn)Φav(R) = EavΦav(R). (3.4) 

In this equation the sum of Ea(R) + Vnn acts as an effective potential Va(R) for the 
movement of the nuclei. This is called the potential energy surface (PES) of the cor-
responding electronic state a. There is a different vibrational Schrödinger equation 
for each electronic state, and each equation has many solutions labeled with a vi-
brational quantum number v. The wavefunctions of the lowest total energies Eav are 
localized in the minima of the PES Va. Hence, each minimum of the PES corresponds 
to a molecular structure.  

Figure 3.3 presents a schematic sketch of two potential energy curves (PEC). 
A full PES for a molecule with N atoms is a function of 3 N – 6 coordinates, Va(R1, R2, ⋯, R3 N – 6). These coordinates can be Cartesian coordinates after projection of those 
linear combinations that relate to the movement of the center of mass and to overall 
rotation of the molecule. However, internal coordinates (bond lengths and angles) 
or normal coordinates of vibrations or linear combinations thereof can also be used. 
The space defined by all possible values of these coordinates is called the configura-
tion space of the molecule. A PEC is a plot of a PES along a single coordinate. Alt-
hough this is – except for a diatomic molecule – a dramatic reduction in the dimen-
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Figure 3.3: Potential energy curves of an electronic ground state and the first electronically excited 
state. M indicates minima, TS transition states, and CI a conical intersection.
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sionality of the system, it is in many cases sufficient for the discussion of thermal 
reactions in the electronic ground state. This is due to the fact that all stable struc-
tures of the molecule are minima (i. e. zero-dimensional objects) in configuration 
space. At a minimum, the gradient of the energy with respect to all coordinates van-
ishes, and the matrix of the second derivatives (the Hessian matrix) has only posi-
tive eigenvalues. The square roots of these are the vibrational frequencies. The most 
likely path from one minimum to another minimum passes through a saddle point, 
which is like the pass between two mountains: it is that path which requires the 
smallest ascent in energy. Chemists refer to such a saddle point as a transition state. 
Mathematically it is characterized by a vanishing gradient, and a Hessian matrix 
with exactly one negative eigenvalue. In summary, chemical reactions in the elec-
tronic ground state can be represented by a one-dimensional path on the ground 
state PES which passes through three points, from one minimum over the saddle 
point to another minimum.  

In contrast to this, photochemical reactions proceed on two PESs. Since elec-
tronic excitation might drastically change the bonding properties, the minima on 
the excited state PES are usually at quite different geometries than those of the elec-
tronic ground state. At the end of a photochemical reaction the molecule has to be 
back in the electronic ground state. It is plausible to assume (and supported by more 
sophisticated theoretical considerations) that the change from one PES to the other 
is more likely to occur at positions where the two PESs are close together. It is thus 
tempting to draw a reaction path like in the left part of Figure 3.3: the system propa-
gates on the upper PES until it reaches a minimum on that PES, then jumps to the 
lower PES, and proceeds from there as it would in a ground state reaction. If this is 
the case, the minimum in the excited state is equivalent to another transition state, 
and the whole reaction can be described by a one-dimensional path in configuration 
space. However, in polyatomic molecules the PESs of the ground and excited elec-
tronic states may cross. In contrast to minima and transition states, these crossings 
do not occur in a single point but form a subspace in configuration space of dimen-
sion 3 N – 8. That is only along two coordinates is the degeneracy lifted (the so-
called branching space), whereas along the other 3 N – 8 coordinates the degeneracy 
of the two electronic states is preserved. Along the two coordinates of the branching 
space the energies of both states increase linearly with the distance from the cross-
ing, giving the PESs the shape of two cones that touch at their tips (Figure 3.4), 
hence the name “conical intersection” for this situation. 

When a photochemical reaction proceeds via such a conical intersection, a sin-
gle coordinate is not sufficient to describe the reaction. Instead, both coordinates of 
the branching space must be considered. As a consequence, two or more products 
might be formed by the same reaction. This is schematically shown in Figure 3.4: 
after excitation of a compound A to the upper electronic state, the system will evolve 
to the conical intersection. It can leave the degeneracy along any linear combination 
of the two coordinates (indicated as q1 and q2) leading for example to two different 
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products P1 and P2 or relax back to A. Considering only one coordinate is equivalent 
to considering only a slice cut off the conical intersection, as schematically indicat-
ed by the vertical plane in Figure 3.4. This would lead to the erroneous conclusion 
that the reaction proceeds to a minimum on the excited state PES and then jumps to 
the ground state A or product P1 only. This one-dimensional picture corresponds to 
the perspective of the Woodward–Hoffmann rules. The more comprehensive picture 
involving the conical intersection explains why the Woodward–Hoffmann rules are 
often less strict for excited state reactions than for ground state reactions.  

3.2  The Experimentalist’s Perspective 

We shall now focus on those properties of electronically excited states that are most 
relevant for the application of a compound as a photocatalyst. A photocatalyst 
should absorb light and use this energy for the chemical reaction, but should 
emerge from the reaction sequence unchanged. Hence it must be an efficient light 
absorber, and it must keep the energy long enough to perform the reaction with the 
substrate molecule. This reaction should lead to only a small modification of its 
structure, so that the original state can be easily recovered by a second reaction on 
the electronic ground state. As a consequence, the photocatalyst should be photo- 
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Figure 3.4: Potential energy surfaces near a conical intersection, shown as a function of the coordi-
nates of the branching space. A projection along only one coordinate, as indicated by the vertical 
plane, would (erroneously) indicate an avoided crossing. 
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stable in the absence of the substrate. Therefore, we first discuss the photophysics 
of the photocatalyst without the substrate, and then turn to the photochemistry of 
the photocatalyst–substrate pair. 

The major photophysical processes can be illustrated by the popular Jablonsky 
diagram shown in Figure 3.5. In this diagram every electronic state is represented by 
a single energy, i. e. any dependence of this energy on nuclear coordinates is ne-
glected. This is a valid approximation when the geometries of the minima in the 
various PESs are close to each other in configuration space. In the Jablonsky dia-
gram states of different spin multiplicity are arranged in different columns. It is 
common practice to label singlet and triplet states with the letters S and T, respec-
tively, and count the states with increasing energy by an index attached to the mul-
tiplicity symbol. A closed-shell ground state is thus labeled S0, the excited singlet 
and triplet states are labeled Sn and Tn with n = 1,2,3,⋯. We use a different notation 
MXn here, where the symbol X represents the molecule, M is the spin multiplicity, 
and n is the state count. Thus, if we abbreviate the catalyst with the letter C, then 1C0 
is the singlet ground state of the catalyst, 1C2 is the second excited singlet state, and 
3C1 the lowest triplet state. This nomenclature allows extension, for example 2C1

+ and 
2C1

– for the ground states of the radical cation and anion of the catalyst, or 3R1 for the 
lowest triplet state of a reactant.  

Transitions between different states in the Jablonsky diagram are either induced 
by absorption or emission of radiation (radiative transitions), or occur radiationless. 
The key quantity for radiative transitions is the transition dipole moment μab be-
tween the two electronic states. Radiationless transitions can be described as the 
consequence of those terms in the Hamiltonian that are neglected in the Born–
Oppenheimer approximation. As discussed in the last (i. e. theoretical) section of 
this chapter, in a first-order approximation both types of transitions are only al-
lowed between states of the same spin multiplicity. The spin-forbidden transitions 
between singlet and triplet states occur only in a higher-order treatment. 

hνE
IC

1Cn

1C1

3C1

1C0

hνPh
hνF

ISC

IC

hνE
ISC

 

Figure 3.5: Jablonsky diagram for the photocatalyst. 
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We shall first discuss three types of radiative transitions shown in the Jablonsky 
diagram as curly lines: 
– Absorption: Absorption of light will excite the photocatalyst from the ground 

state 1C0 to any of the excited singlet states 1Cn. The photon energy hν must be 
large enough to provide the excitation energy for the first excited singlet state. 
Since relaxation from higher excited singlet states to 1C1 is very fast, the energy 
of 1C1 is the maximum energy available for the photoreaction. Chemists charac-
terize the strength of the absorption usually by the molar extinction coefficient ϵ 
(units l Mol–1 cm–1), physicists are more familiar with the absorption cross-
section σ (units cm2). These quantities are related by 
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 where NA is Avogadro’s constant. The cross section is related to the transition 
dipole moment by 
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 where c is the speed of light, n is the refractive index, and μ is in electrostatic 
units. A large value of the extinction coefficient results in strong light absorp-
tion according to the law of Lambert and Beer: 
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 In this expression, c is the concentration in Mol l–1, and N is the corresponding 
particle density in cm–3. In both formulas the path length l is measured in cm. 
The extinction E = ϵ cl is also called the optical density. Optical densities of 1 or 2 
correspond to 90 and 99 % light absorption, respectively. If the concentration of 
the photocatalyst is high, the sample will have a large optical density already 
for a small path length l. The average penetration depth of the light is 
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 For example, a concentration of 1 mM of a photocatalyst with an extinction coef-
ficient of 10–4 Mol–1 cm–1 has an effective penetration depth of the light of 
l  = 0.04 cm only. Under these conditions only a thin film of ca. 400 μm thick-

ness of the sample will contribute to the photoreaction. Obviously, the concen-
tration of the photocatalyst must be carefully chosen in order to allow a sub-
stantial fraction of the reaction mixture to contribute.  

– Fluorescence: Spin-allowed light emission from an excited singlet state is 
called fluorescence. The rate constant for this process is related to the extinction 
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coefficient by the relations between the Einstein coefficients A and B for spon-
taneous emission and absorption, respectively, 

 
 


  

3

3

81
r

r

h
k A B

c
, (3.9) 

 and B is proportional to the square of the transition dipole (see Equation 3.6). 
Equation 3.9 was derived for a two-level system. Considering the vibrational 
substructure of absorption and emission spectra, and the spectral shift between 
them due to vibrational relaxation, a more realistic form is given by the Strick-
ler–Berg relation 

 
2

38 2303 ( )r F
A

cn dk
N

  


  . (3.10) 

 We conclude that the rate constant of fluorescence emission increases with the 
area under the absorption spectrum. Typical values for strongly absorbing com-
pounds are in the range kr = 107 – 109 s–1 corresponding to radiative lifetimes of 1–
100 ns. Since in almost all compounds relaxation from higher excited singlet 
states to the first excited one occurs on a ps timescale, strong fluorescence is on-
ly observed for the transition from the first excited singlet to the ground state. 
Fluorescence has to compete with radiationless deactivation processes, and the 
observed decay time is the inverse of the sum of both rate constants,  
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 The fluorescence quantum yield, i. e. the number of fluorescence quanta divid-
ed by the number of molecules excited to the 1C1 state, is 
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 This relation can be used to determine kr from the experimentally available 
values of ΦF and τF. If the result strongly deviates from the value obtained 
from the Strickler–Berg relation, then it is very likely that the fluorescence does 
not derive from the state that is responsible for the absorption band. A well-
known example is the phantom state in longer polyenes (with three or more 
conjugated double bonds): The strong absorption band is caused by a sym-
metry-allowed transition to the second excited singlet state. Optical excitation 
of the first excited singlet state in linear polyenes with three or more conjugat-
ed double bonds is symmetry forbidden, but this is the state that determines 
the photochemistry. 

 If a photocatalyst shows strong fluorescence in the absence of a substrate, this 
indicates that the excited singlet state is long-lived and hence available for pho-
tochemistry. If fluorescence is weak, a fast deactivation channel exists. This 
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does not necessarily mean that this compound can not be a good photocatalyst. 
Deactivation could lead to a lower lying state for which the optical fluorescence 
transition is forbidden. The existence of such a state could be verified by transi-
ent absorption measurements.  

– Phosphorescence: Emission from the triplet state to the singlet ground state is 
spin forbidden and weak in organic molecules. It can, however, become compa-
rable in intensity to fluorescence transitions of intermediate strength in coordina-
tion compounds that contain a heavy metal atom if the transition has some 
charge transfer character between the metal and the organic ligand. In almost all 
organic photocatalysts at room temperature the radiationless transitions from the 
triplet state are much faster than the radiative transition, and phosphorescence is 
not observed unless the sample is cooled to liquid nitrogen temperatures. 

Nonradiative transitions are indicated by straight lines in the Jablonsky diagram of 
Figure 3.5. Several steps can be distinguished:  
– Internal vibrational redistribution (IVR): Immediately after a transition to a 

different electronic state the molecule will be in one of the vibrational states 
with the largest transition probability, which is given by the Franck–Condon 
factor (see Section 3.3). In polyatomic molecules the density of vibrational states 
will increase strongly with increasing energy. For example, at ca. 10000 cm–1 
above the potential minimum this density can be of the order of several million 
states in every 1-cm–1 energy interval. Even very small anharmonicities in the 
PES will lead to a fast redistribution of the vibrational energy onto these states 
within a ps timescale. Although the vibrational energy is still in the molecule, 
i. e. the distribution of total energy is still rather narrow, the probability of find-
ing an excitation in a particular normal mode can be well described by a Boltz-
mann-like distribution. Hence these systems are customarily described as “hot”, 
and even a temperature can be assigned (from the slope of the Boltzmann plot), 
although the system is not in thermal equilibrium.  

– Vibrational cooling: This is usually the step following IVR in condensed me-
dia. Through collisions with the solvent molecules the vibrationally hot chro-
mophore dissipates vibrational energy into the solvent until it is in thermal 
equilibrium. In liquids at room temperature this process typically takes 
ca. 10 ps. After this relaxation, the chromophore is energetically near the bottom 
of the minimum of the PES of its actual electronic state. 

– Internal conversion (IC): Through this process an electronically excited mole-
cule moves from one electronic PES to a lower one of the same multiplicity. Sim-
ilar as in IVR, the total energy in the molecule is conserved, i. e. the electronic 
excitation energy is converted to vibrational energy. The situation is schemati-
cally depicted in Figure 3.6.  

 The initial state is a vibrational state of the excited electronic state. When the 
step is preceded by vibrational cooling, this is usually the vibrational ground 
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state (v = 0). The final state of the transition is a vibrationally excited state of the 
lower electronic state with the same total energy as the initial state (here v = 6). 
The wavefunction of this state alternates between positive and negative values 
(indicated by blue and red in the figure), and so does the product with the other 
wavefunction. Positive and negative contributions cancel in the integral, which 
will become smaller as the number of nodes in the wavefunction increases.  

– Intersystem crossing (ISC): A transition from one electronic state to another 
one with a different spin multiplicity is called intersystem crossing. The situa-
tion is similar to IC, but an additional spin factor arises in the transition proba-
bility. For typical organic compounds ISC is slower by approximately  a factor of 
106 compared to IC when the energy gap is similar. For IC and ISC the transition 
probability is proportional to the Franck–Condon factor between the two vibra-
tional wavefunctions involved. It decreases strongly with increasing number of 
nodes of the vibrational wavefunction of the final state. The most efficient vibra-
tional modes will be those that can absorb the largest amount of energy with the 
smallest number of quanta, i. e. those modes with the largest frequencies. In or-
ganic molecules these involve stretch vibrations of C–H or O–H bonds. Substitu-
tion of the hydrogen atoms by deuterium will reduce the vibrational frequencies 
by approximately a factor of 2 . For example, a transition that requires seven 
vibrational quanta of a C–H stretch will require ten vibrational quanta of the 
corresponding C–D vibration. The integrand in the Franck–Condon factor has 
three more nodes, making the factor much smaller. As a consequence, deuterat-
ed compounds show much longer triplet lifetimes at low temperatures com-
pared to the nondeuterated compound. For example, the triplet lifetime of phe-
nanthrene-h8 at liquid nitrogen temperature is ca. 3 s, for phenanthrene-d8 it is 
in the order of minutes. 

A good photocatalyst must have a sufficiently large yield of the excited state species 
that performs the photoreaction, which can be either the lowest excited singlet or 
triplet state. The lifetime of this state in the absence of a substrate should be long 

E

v=0

v=6-
+

v‘=0

v‘=1

Figure 3.6: Franck–Condon factors in nonradia-
tive processes. The decisive factor is the overlap 
between the two vibrational wavefunctions at 
the same total energy.



30 | Bernhard Dick 

enough to allow the catalyst and substrate to encounter each other efficiently. The 
yield and lifetime of the excited singlet state can be obtained from fluorescence 
measurements. The corresponding data for the triplet state are available from tran-
sient absorption measurements.  

In order to discuss the initial step of the photoreaction between the catalyst and 
a substrate molecule we have to extend the Jablonsky diagram as shown in Fig-
ure 3.7. In the overwhelming majority of situations studied so far this step is the 
transfer of an electron either from the reactant to the catalyst or in the opposite 
direction. The extended Jablonsky diagram thus contains, in addition to the ground 
state 1C0

1X0 and the locally excited states 1C1
1X0 and 3C1

1X0, also the charge transfer 
states 2C1

+ 2X1
– and 2C1

– 2X1
+. These latter two radical ion pairs could be produced ei-

ther from the singlet state or from the triplet state. Depending on the redox proper-
ties of the excited state, only one of the two possibilities (oxidation or reduction) 
will occur with substantial yield. It is, however, possible that initially the radical ion 
pair has a well-defined total spin state, i. e. there may be consequences for subse-
quent reactions that are dependant on whether the ion pair state was formed from 
the excited singlet or the triplet state. An example is given in chapter 16. 

For the reaction between the isolated molecules in the gas phase the energy 
balance for the electron transfer reaction is 

     0*

0
( ) ( )

4
P A

eE I D E A E
R




, (3.13) 
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Figure 3.7: Jablonsky diagram for the complex of photocatalyst C and a reactant molecule X. 
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where IP(D) is the ionization potential of the electron donor, EA(A) is the electron 
affinity of the electron acceptor, E* is the energy of the excited state (which might be 
either the donor or the acceptor), and the last term is the Coulomb energy of the ion 
pair at distance R in units of eV. A negative value of ΔE indicates that the reaction is 
energetically possible, and solving ΔE = 0 for R yields the largest distance over 
which electron transfer can occur. Rehm and Weller proposed a similar equation for 
reactions in solution, i. e. 

 *( ) ( )   ox redG E D E A E C . (3.14) 

Here, ΔG is the change in the Gibbs free enthalpy, and the reaction is possible when 
ΔG < 0. The ionization potential and electron affinity have been replaced by the oxi-
dation and reduction potentials that can be obtained from electrochemical meas-
urements. The excitation energy stored in one of the two reactants is E*, and the 
Coulombic interaction between the two radical ions is represented in C. The latter 
term is, however, solvent dependent. It can have negative values, but, in particular 
in unpolar solvents, positive values are also possible. The oxidation potential is 
frequently associated with the energy of the highest molecular orbital that is occu-
pied by an electron. This is either the HOMO of the donor in the ground state, or the 
LUMO of the electronically excited donor. Similarly, the reduction potential is asso-
ciated with the energy of the lowest orbital that can accommodate an electron. This 
is either the LUMO of the acceptor in the electronic ground state, or the HOMO of the 
electronically excited acceptor. This is, however, a rather simplified picture which 
can, for example, not account for the differences in singlet and triplet states. Never-
theless, Equation 3.14 provides a useful estimate of whether a photoinduced elec-
tron transfer is feasible or not. The oxidation and reduction potentials are often 
taken from the electrochemical measurements on the ground state donor and accep-
tor, respectively. A positive oxidation potential and a negative reduction potential 
both indicate a positive energy that is required to perform the respective charge 
transfer step. This positive energy must be overcome by the excitation energy in 
order to make ΔG negative. The Coulomb term is in most cases only a small correc-
tion, for example ca. –0.1 eV in polar solvents, and ca. +0.5 eV in unpolar solvents.  

3.3  The Theoreticians’ Perspective: A Closer Look 

In the previous sections we have tried to use only a minimum of mathematical for-
malism. For a deeper understanding, however, some equations and formulae are 
unavoidable. This section will take a closer look at some of the important concepts 
discussed earlier. First, we will discuss the transition probabilities between various 
states of the photocatalyst or the reactive pair formed by the photocatalyst and the 
reactant. Within the framework of the Born–Oppenheimer approximation these 
transition probabilities can be factored, and the various terms can be interpreted in 
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terms of several selection rules. A second concept concerns the representation of the 
molecular electronic states in terms of molecular orbitals (MOs). The concept of MOs 
is very popular and in many cases also useful, but there are also many situations 
where a simple MO consideration can be misleading. We will hence give a short 
introduction as to what MOs are and what they are not. This will not only permit a 
deeper understanding, but will hopefully make the reader also aware of certain 
popular concepts which can lead to erroneous conclusions when stressed beyond 
their limited range of validity.  

3.3.1  Transition probabilities 

The true eigenstates of a molecule are stationary, i. e. they do not evolve in time. The 
corresponding experimental situation would be the isolated molecule in the gas 
phase. Even then the Born–Oppenheimer (BO) wavefunctions are only an approxi-
mation and not the true eigenstates. In solution at elevated temperature the mole-
cule is also subject to interactions with the solvent or the reactant, and in a photo-
chemical experiment it also interacts with the radiation field. Hence we must 
recognize that the BO states are only a framework in which we may describe the 
time-dependent processes occurring in a photochemical reaction in solution. Con-
versely, only these BO states can be understood in the sense of a chemical structure. 
Hence it has become customary to describe the initial and the final state of a reac-
tion as BO states. We are then left with the problem of describing how a system can 
evolve from an initial BO state to the final BO state. We will briefly sketch the time-
dependent perturbation theory method: we consider the set of all possible BO states 

 , , ( ; ) ( )  a vA a v R r R     , (3.15) 

where A is short-hand notation for the set of electronic quantum number a, vibra-
tional quantum number v, and spin quantum number σ. More precisely, v corre-
sponds to the whole set of vibrational quantum numbers v = {v1, v2, ⋯, v3 N – 6}, one for 
each normal mode. We also remember that the ket notation is the short-hand nota-
tion for the wavefunctions, as shown on the right hand side of Equation 3.15. We 
remind the reader that the electronic wavefunction Ψa(R; r) depends not only on the 
coordinates of the electrons r, but also on the positions of the nuclei R, whereas the 
vibrational wavefunction Φv(R) depends only on the nuclear coordinates R.  

The Hamiltonian H of the system is split into the sum of the BO Hamiltonian 
H(BO) and a term V(t) which contains all contributions to the energy of the system 
that are neglected in the BO approximation. The BO states are eigenstates of the BO 
Hamiltonian, 

 ( ) ( )
0( ) cos( )   BO BOH H V t H W t  (3.16) 
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In the second part of Equation 3.16 the interaction V(t) is modeled as the product of 
a time-independent operator W and a cosine function oscillating with frequency ω0. 
When the interaction is due to a monochromatic light wave, W = −μE is the product 
of the dipole operator with the electric field amplitude, and ω0 = 2πν0 is the light 
frequency. Any polychromatic light field can be described as a superposition of such 
monochromatic terms. Other interactions can also be written in this form. For ex-
ample, the terms neglected in the BO approximation are time-independent, hence 
ω0 = 0 in this case.  

The BO states form a complete system that can be used to represent the true 
wavefunction   of the time-dependent system as a linear combination 

  ( ) ( )J

J

t J c t . (3.19) 

The square modulus of the time-dependent coefficients cJ (t) corresponds to the 
probability of observing the BO state J  in a measurement performed at time t. 
Inserting the ansatz 3.19 into the time-dependent Schrödinger equation results in a 
system of coupled linear differential equations for the coefficients. For the perturba-
tive solution of this equation system the reader is referred to textbooks on quantum 
mechanics. It is assumed that the system is initially in the BO state A , and one  
asks for the probability of finding it at some later time in the final state B . The 
result is usually presented as a rate constant k for this transition, the famous golden 
rule of Fermi: 

    


2
0( )A B AB B Ak W g E E  . (3.20) 

The line-shape function g(E) is sharply peaked at E = 0, i. e. a transition from A  to 
B  will only occur when the condition 

 0–  B AE E   (3.21) 

is fulfilled. For a monochromatic light field this is just the resonance condition of 
Einstein. When the perturbation is time-independent, a transition occurs only when 
EA = EB. Thus, the lineshape function ensures conservation of the energy. The matrix 
element WAB then determines the amplitude of the rate constant and is the source of 
the selection rules for transitions. After inserting the product form of the BO states 
the integrations along the spin, electronic, and nuclear coordinates can be per-
formed consecutively.  
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We consider first the case where the operator W does not act on the spin coordi-
nates, 

 
 

 




, , , ,
, ,
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. (3.22) 

Obviously the transition has zero probability when the spin wavefunctions of the two 
states are different. A spin-free operator W like the interaction with an electromag-
netic field or the BO corrections will not allow transitions that change the multiplici-
ty of the molecule. A direct excitation of a triplet state from the singlet ground state, 
phosphorescence, and intersystem crossing are not allowed at this level of approxi-
mation. These processes require an additional perturbation with an operator that 
acts on the spins. Such an operator will arise when relativistic contributions to the 
Hamiltonian of the molecule are considered. The first correction is called spin-orbit 
coupling (SOC) and is represented by an operator which is the scalar product of the 
operators for the electron spin and the electron angular momentum. This operator 
can have nonzero matrix elements for transitions in which the spin and the angular 
momentum change simultaneously. The most important contributions to the corre-
sponding integrals in the angular momentum part have the form   jl , where χμ 
and χν are atomic orbitals at the same atom and lj is a component of the angular mo-
mentum operator. These integrals can be nonzero only when both orbitals belong to 
the same angular momentum but have different ml quantum numbers. An example 
would be yx zp l p . As an example, this integral will couple a 1(nπ*) state to a 3(ππ*) 
state. The integral of the SOC operator between these two states is given by the inte-
gral over the two orbitals in which these two states differ, i. e. jn l . Expanding  
the molecular orbitals in the atomic orbital basis will yield a contribution of the form 

yx zp l p  when the n-MO involves a px orbital and the π-MO involves a pz orbital at 
the same atom. This occurs, for example, in carbonyl compounds when the oxygen 
atom contributes both to the n-MO and to a π-MO. Intersystem crossing can then be 
very fast, for example in benzophenone it occurs on a ps timescale. SOC is a relativ-
istic effect and becomes stronger when the electrons involved become faster. This is 
especially true for the inner electrons of so-called heavy atoms, i. e. atoms with a 
large nuclear charge Z. Integration over these electrons yields a prefactor to the SOC 
coupling matrix elements which increases with the fourth power of Z. Hence ISC can 
be increased in organic molecules by substitution of hydrogen atoms with heavy 
atoms like Br or J. The same effect is the reason for the fact that most coordination 
compounds show strong ISC when the lowest excited state is at least partially local-
ized on the central metal atom.  

The second factor in Equation 3.22 can be simplified when we first perform the 
integration over the electronic coordinates 

 ( ), ,
( )

A ab BA B

ab

v W R va v W b v
W R a W b




. (3.23) 
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The second term in Equation 3.23 is called the electronic transition moment. Note 
that, although the electronic coordinates are already integrated over, the expression 
is still a function of the nuclear coordinates since the electronic wavefunctions de-
pend on the positions of the nuclei. It should also be mentioned that only those 
terms in W that depend on the electronic coordinates enter this integral when a  
and b  are different electronic states. All other terms, in particular the nuclear con-
tributions to the dipole moment, cancel due to the orthogonality of the electronic 
wavefunctions.  

In order to perform the integral over the nuclear coordinates in the first line of 
Equation 3.23 we need to know the functional form of Wab(R). Often this function 
varies only slowly with the nuclear coordinates and may be expanded in a Taylor 
series around the equilibrium structure R0 

    (0) (1)
0( ) ( )ab ab abW R W W R R  (3.24) 

When the first term on the right hand side of Equation 3.24 is nonzero, the transition 
is called electronically allowed. The second term is then neglected, and the transi-
tion rate is proportional to  

  
2 22(0)~A B A B A Babk W v v . (3.25) 

The last term in this expression is the famous Franck–Condon factor. It is the multi-
dimensional projection of the vibrational wavefunctions in the initial electronic state 
onto the vibrational wavefunctions in the final electronic state. This factor determines 
the vibrational structure in absorption and emission spectra. When the transition 
starts from a molecule in the vibrational ground state, only totally symmetric vibra-
tions contribute. The Franck–Condon factor also appears in the formula for the rate of 
nonradiative transitions. The only condition is that the first term in Equation 3.24 
does not vanish. It could vanish for symmetry reasons. As an example we discuss 
radiative transitions induced by the electric field of a light wave. In this case 

 
0

(0)


 Eab

R R
W a b . (3.26) 

This integral is performed at the equilibrium structure of the molecule. It vanishes 
when the product of the irreducible representations of the three factors in the inte-
gral, i. e. the electronic wavefunctions of the initial and the final state and the dipole 
operator, does not contain the totally symmetric representation of the molecular 
point group. Frequently, one of the two states is totally symmetric. In this case the 
irreducible representation of the other state must be contained in the representation 
of the dipole operator. 

If (0)
abW  vanishes the second term (1)

abW  must be considered. This term involves  
derivatives of the electronic wavefunctions with respect to the nuclear coordinates. 
A treatment introduced by Teller and Herzberg calculates this by expanding these 
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derivatives in a series in all electronic states along displacements from the equilibri-
um structure. As a result, the intensity of these transitions is called “vibrationally 
induced”. In distinction to the totally symmetric “Franck–Condon” modes involved 
in allowed transitions, the vibrational modes involved in the electronically forbidden 
or weak transitions are called “Herzberg–Teller” modes. Typical examples of such 
transitions are the first electronic transition in benzene, naphthalene, and pyrene.  

3.3.2  Orbitals 

The electronic wavefunction of a molecule is a function of the coordinates of all elec-
trons. For example, the wavefunction of the water molecule depends on 
30 coordinates (for fixed positions of the nuclei). A graphical representation of this 
wavefunction would be a hypersurface in a 30-dimensional space – which is quite 
beyond the imaginative capacity of most humans. This is one of the reasons why 
multielectron wavefunctions are constructed from orbitals. An orbital is a one-
electron wavefunction and can hence be visualized as a surface in three-dimensional 
space. Orbitals centered around a single nucleus are called atomic orbitals χμ(r), 
orbitals extending over two or more nuclei are called molecular orbitals ϕj(r). In the 
following we represent orbitals by small Greek letters, using Greek indices for atomic 
orbitals (AOs) and Latin indices for molecular orbitals (MOs). Multielectron wave-
functions are represented by capital Greek letters and capital Latin indices.  

The simplest way of constructing a multielectron wavefunction from orbitals is 
to choose an orbital for each electron and multiply the orbitals. In doing so we also 
have to assign a spin to each electron. The example 5-electron wavefunction 

      (1,2,3,4,5) (1) (1) (2) (2) (3) (3) (4) (4) (5) (5) a b c d e            (3.27) 

then corresponds to electron 1, 2, and 3 being in orbitals a, b, and c with alpha spin, 
and electrons 4 and 5 in orbitals d and e with beta spin. However, electrons are indis-
tinguishable. Hence any wavefunction in which the electron labels are permuted 
describes the same situation, and the correct wavefunction must be a linear combi-
nation of all these permutations (which are 5! = 120 in the present case). Electrons are 
Fermi-particles (having half-integer spin), hence the wavefunction must change sign 
for each pairwise exchange of electron labels. The linear combination that fulfills 
this requirement can be written in compact form as a so-called Slater determinant 

 

(1) (1) (1) (1) (1)
(2) (2) (2) (2) (2)
(3) (3) (3) (3) (3)
(4) (4) (4) (4) (4)
(5) (5) (5) (5) (5)

a b c d e
a b c d e
a b c d e abcde
a b c d e
a b c d e

   . (3.28) 
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Every orbital occupies one column of the determinant, every electron one row. In 
Equation 3.28 we have abbreviated the orbital with alpha spin by its index, the or-
bital with beta spin by the index with an overbar. A theorem in quantum mechanics 
states that the set of all Slater determinants ΨJ constructed from a complete basis of 
orbitals is itself a complete basis for the N-electron problem. Hence, any wavefunc-
tion of this molecule can be exactly written as a linear combination of these Slater 
determinants, 

  exact J J

J

c . (3.29) 

A particular distribution of electrons among orbitals is called configuration, and 
calculations based on expansion 3.29 are known as configuration interaction (CI). 
The problem is that a truly complete basis has an infinite number of orbitals. That is 
for practical calculations the orbital basis has to be truncated. But even with a trun-
cated basis the number of possible Slater determinants grows dramatically with 
increasing number of orbitals and electrons. When a set of M orbitals {ϕ1, ϕ2, ⋯, ϕM} 
is available for N electrons, a total of 
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Slater determinants can be constructed. For example, for water (N = 10) in the mini-
mal basis of valence orbitals (M = 7) we obtain L = 1001. For benzene with the same 
basis we obtain L = 118264581564861424 even if we fix the 1 s-electrons of the carbon 
atoms. As a consequence, even with an orbital basis of moderate size, the number of 
Slater determinants has to be restricted. Clever strategies have been developed that 
combine Slater determinants to eigenfunctions of the spin operators S2 and Sz. Cal-
culations for a state of particular multiplicity can be of much smaller size when 
performed in the basis of these spin-adapted configurations (SAC).  

So far we have used the orbitals only as a basis for constructing multielectron 
wavefunctions but did not specify them. When we mentioned valence orbitals we 
did, on purpose, not specify whether we mean atomic orbitals or molecular orbit-
als. The reason is that this does not matter when the full set of SACs for a particu-
lar multiplicity is used in the CI calculation. A full-CI calculation is invariant 
against a unitary transformation among the orbital basis. However, when the 
number of configurations considered is less than the full set, the choice of orbitals 
matters. One can then ask for those orbitals that yield the best approximation of 
the wavefunction with a given number of configurations. The extreme situation is 
to restrict expansion 3.29 to a single Slater determinant, or a single SAC. Optimiz-
ing the expectation value 

   ( )BO
J J JE H  (3.31) 
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is solved by a procedure named after the inventors Hartree and Fock (HF). The effec-
tive one-particle Hamiltonian in this procedure depends on the orbitals. Equa-
tion 3.31 is solved iteratively until the energy and the electron density no longer 
change, hence the name self-consistent field (SCF) method. Usually the SCF-orbitals 
are expanded as a linear combination of atomic orbitals (LCAO), 

  j jc 



  . (3.32) 

The atomic orbitals χν are taken as fixed functions, optimization is performed by 
varying the coefficients cνj. Optimization is only possible when more AOs are availa-
ble than MOs are incorporated in the SAC. The optimization is usually performed by 
finding the eigenfunctions of the effective one-electron Hamiltonian. The eigenval-
ues of these canonical Hartree–Fock orbitals are interpreted as orbital energies. It 
turns out that almost always the orbitals with the lowest eigenvalues are those in-
volved in the optimized Slater determinant, i. e. the occupied orbitals. The number 
of canonical Hartree–Fock orbitals is the same as the number of AOs. Those canoni-
cal Hartree–Fock orbitals not appearing in the optimized Slater determinant are 
called unoccupied or virtual orbitals. The highest occupied molecular orbital (HO-
MO) and the lowest unoccupied molecular orbital (LUMO) are frequently used in 
discussions of the properties and reactivities of molecules. This has to be done with 
some caution, as will be explained in the following two paragraphs.  

First of all, the canonical HF-orbitals are not the only solution of the HF-
problem. If in a determinant one column is subtracted from another one, the value 
of the determinant does not change. More generally, if a unitary transformation is 
applied to a matrix, the determinant remains invariant. One of the consequences is 
the famous Pauli principle: if two columns in a Slater determinant are identical, i. e. 
the same orbital appears twice with the same spin, the determinant does not change 
when the second of these columns is replaced by zeros, making the whole determi-
nant vanish. This property of the determinant has, however, also the consequence 
that the orbitals are not unique: any set of orbitals produced by applying a unitary 
transformation to the canonical HF orbitals is as good as the original set. To illus-
trate this fact we show in the left part of Figure 3.8 the canonical HF-orbitals ψσ and 
ψπ of the ethene molecule. These are usually associated with the σ-bond and the π-
bond between the two carbon atoms. Also, ψπ is the HOMO. The right part of Fig-
ure 3.8 shows the orbitals 

       1
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 (3.33) 
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The Slater determinant formed with these orbitals is identical to the Slater determi-
nant formed with the canonical HF-orbitals, 

                     . (3.35) 

We see that a particular orbital inside a Slater determinant has no real significance – 
this is only contained in the whole subspace of occupied orbitals. There is obviously 
no HOMO when we use the set of orbitals {ψ+, ψ−}. Both orbitals must be energetical-
ly equivalent since they transform into each other through a rotation by π around 
the carbon–carbon axis. With the virtual orbitals the situation is even worse. In 
simple MO theory as is taught in undergraduate courses the unoccupied orbitals are 
constructed as the antibonding counterparts of the bonding MOs. In the example of 
ethene, the bonding π orbital is constructed from the in-phase linear combination of 
the two p-orbitals at the two carbon atoms that are oriented perpendicular to the 
molecular plane. This orbital turns out to be the HOMO, i. e. orbital number 8 when 
ranked according to the energy. The corresponding antibonding linear combination 
is then thought to be the LUMO. In fact, a quantum chemical calculation which 
considers only the valence atomic orbitals finds the orbital as number 9. This is even 
true for a medium-sized atomic basis like cc-pVDZ, which contains 50 basis func-
tions. However, when a triple-zeta basis augmented with diffuse functions is used, 

π)

σ) b1)

b2)

 

Figure 3.8: The multielectron wavefunction produced by the Slater determinant with doubly occu-
pied σ and π orbitals (left side) is completely identical with the Slater determinant containing the 
doubly occupied “banana” bond orbitals (right side). 
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like aug-cc-pVTZ with 210 basis functions, orbital number 9 is a Rydberg orbital 
(Figure 3.9). The former LUMO is orbital number 21, i. e. it is now the thirteenth un-
occupied orbital!  

So why are canonical HF orbitals so popular among chemists? One reason has 
already been mentioned: only the canonical orbitals can be associated with an or-
bital energy. According to Koopmans’ theorem these orbital energies correspond in 
a zero-order approximation to the ionization potentials (for the occupied orbitals) 
and the electron affinities (for the virtual orbitals) of the molecule. Hence it is tempt-
ing to use HOMO and LUMO as those orbitals that are involved in reduction, oxida-
tion, and electronic excitation. Let us consider lumiflavin as a model for a photocata-
lyst. Lumiflavin has 134 electrons, i. e. orbitals 67 and 68 are the HOMO and LUMO, 
respectively. In the electronically excited singlet and triplet states both orbitals are 
singly occupied. In the radical cation only the HOMO is occupied by a single elec-
tron, whereas in the radical anion the HOMO is doubly filled and the LUMO contains 
one electron. This is indicated by the orbital diagram next to each molecular state in 
the Jablonski diagram. With the exception of the excited singlet state, all these states 
can be optimized with the ansatz of a single SAC. The two orbitals 67 and 68 obtained 
by each of these SCF calculations are shown in Figure 3.10.  

The excited singlet state is the second state of this multiplicity. The variational 
principle requires that it must be optimized with the constraint that the wavefunc-
tion is orthogonal to that of the ground state. When the SAC from the HOMO–LUMO 
excitation is used as an ansatz, no optimization of the orbitals is permitted. Con-
versely, when configuration interaction with all singly excited configurations is 
performed, it is found that the HOMO–LUMO transition accounts for only 25 % of the 
norm of the excited state. Obviously the HOMO–LUMO excitation is a very crude 
approximation in this case. In order to obtain a guess for that pair of singly occupied 
orbitals which gives the best description of the first excited singlet state, we per- 

a) b)

 

Figure 3.9: Plot of the lowest unoccupied orbital from a HF calculation of ethene with a cc-pVDZ 
basis (left) and an aug-cc-pVTZ basis (right). With the smaller cc-pVDZ basis this is the antibonding 
π* orbital, but with the larger aug-cc-pVTZ basis this is a Rydberg orbital. 
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Figure 3.10: Orbitals of lumiflavin corresponding to the HOMO (left) and the LUMO (right) for neutral 
lumiflavin, the excited singlet and triplet states, the radical cation, and the radical anion (from top 
to bottom). 
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Figure 3.11: The three highest occupied and lowest virtual orbitals of the molecular complex of 
lumiflavin and MBA. 
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formed a multiconfiguration-SCF calculation with three SAC resulting from the dis-
tribution of two electrons among two orbitals and solved for the second state. This 
ensures orthogonality to the ground state, but results in noninteger occupation 
numbers of the orbitals. These orbitals are shown for the S1 state in Figure 3.10. No 
orbital energies are associated with these orbitals, hence the assignment as HOMO 
or LUMO is based on the similarity with the SCF ground state orbitals.  

Comparison of the orbitals collected in Figure 3.10 reveals that the HOMOs in 
these five systems are similar but not identical. The same applies to the LUMOs. The 
closest similarity exists between the HOMOs of the ground state and the cation, and 
between the HOMOs of the triplet and the anion. The LUMOs of the ground state and 
the cation are also rather similar, but these orbitals are unoccupied in both cases. 
We note that molecular orbitals are not a fixed property of a molecule but depend on 
the electronic state considered. Even worse, orbitals for the same state of a system 
can change when another molecule comes close. This is exemplified in Figure 3.11 
displaying the three highest occupied orbitals and the three lowest virtual orbitals 
for lumiflavin in the presence of a molecule of p-methoxy benzyl alcohol (MBA). The 
two molecules are arranged in the optimized geometry of the ground state complex, 
calculated with the MP2 method. In this geometry HOMO and HOMO-1 are delocal-
ized over both molecules; the LUMO is localized on the flavin. The calculated wave-
function of the first electronically excited state (at the CIS/cc-pVDZ level of theory) 
has a large contribution (80 %) from the HOMO–LUMO excitation. This corresponds 
to a partial charge transfer from the MBA molecule to the flavin molecule.  

In conclusion: orbitals can often be useful for a discussion of mechanistic as-
pects, but this narrows the perspective to a one-particle picture. All electrons in a 
molecule are equal (i. e. indistinguishable), and orbitals are not observables in the 
strict quantum mechanical sense. In particular, in many molecules the first elec-
tronically excited state cannot be attributed to a HOMO–LUMO transition. For ex-
ample, in flavin (but also in naphthalene or pyrene) it must be described by the 
linear combination of at least two SACs with similar weight. In an orbital picture, 
this corresponds to two orbitals occupied by 1.5 electrons, and two orbitals occupied 
by 0.5 electrons.  

3.4  References 
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4  Flavin photocatalysis 

4.1  Introduction 

Photocatalysis is a very common principle in nature: All plants and animals de-
pend on sunlight and use it by means of photoreceptors. One of the most promi-
nent examples of photoreceptor dyes is riboflavin (RF), also known as vitamin B2, 
which takes part in biochemical redox reactions as a coenzyme. [1] Besides their 
role as photoreceptor dyes [2] the photoactivity of flavins is crucial for some other 
natural processes, e. g. the light generation by bacterial luciferase, [3] and DNA 
repair by photolyase. [4] 

Riboflavin and its derivatives are yellow compounds and hence they can absorb 
visible light with a maximum absorption in the blue range. Upon excitation with 
blue light of 440 nm their redox power is dramatically increased by up to 2.48 eV 
(E00 of RF). [5] This value represents the maximal (theoretical) energy of light, which 
could be utilized in photocatalysis by flavins. Flavoenzyme models have been stud-
ied extensively including investigations of redox potential changes, [1, 6] photoly-
ase [7] and luciferase models. [8] However, the use of flavins in chemical photoca-
talysis has not been well investigated. In this chapter we will give an overview of 
how these photophysical redox properties can be used in synthetic applications 
with flavins as photocatalysts. Due to the large amount of available literature, par-
ticularly from biochemical studies, the overview cannot be comprehensive. We 
principally discuss typical examples, including some light-independent redox reac-
tions, to illustrate the potential of flavin photocatalysis. 

Riboflavin was first described in 1879 as a bright yellow pigment isolated from 
cow milk, named lactochrome, [9] and found afterwards several times from different 
sources. [1] In 1934 Kuhn et al. developed the first synthesis and confirmed the mo-
lecular structure (see Figure 4.1). [10]  

The name riboflavin was given due to the ribityl side chain (blue in Figure 4.1) 
and the bright yellow color (Latin: flavus – yellow), which is caused by the iso-
alloxazine unit (yellow in Figure 4.1). In nature it is mainly found as flavin adenine 
dinucleotide (FAD) or flavin adenine mononucleotide (FMN, riboflavin-5′-phos-
phate, see Figure 4.1) and today hundreds of flavoprotein enzymes containing pre-
dominantly noncovalently bound FAD or FMN are known. [1] In the case of flavo-
proteins, the most important domains are the LOV (light, oxygen and voltage) and 
the BLUF (blue-light using FAD) domains. LOV1 and LOV2 are found in the family 
of phototropins which undergo autophosphorylation upon blue light irradiation. 
[11] The BLUF domain was first discovered in a bacterium called Rhodobacter 
sphaeroides and was shown to control photosynthesis gene expression depending 
on blue light and oxygen. [12] 
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Originally, the term flavin was used for 7,8-dimethyl-10-alkylisoalloxazines; lat-
er, all isoalloxazine derivatives have been called flavins. In this chapter we use the 
term for all 10-substituted isoalloxazines in general. 

4.1.1  General properties 

Flavins can exist in three redox states: oxidized, one-electron reduced (as semiqui-
none) or twofold reduced by two electrons, and each of these redox states has three 
different protonation states (see Figure 4.2). The redox properties of flavins, their 
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Figure 4.1: The most important flavins in nature: riboflavin (RF, also known as vitamin B2, lacto-
chrome, lactoflavin or ovoflavin), flavin mononucleotide (FMN) and flavin adenine dinucleotide (FAD). 
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Figure 4.2: Different redox and protonation states of flavins (10-substituted isoalloxazines). [16] 
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absorption and the reactivity change with substitution, noncovalent interactions, 
such as hydrogen bonds, and the nature of the surrounding protein. [13] It is well 
known from electrochemical studies that in water and in protic organic solvents 
flavins are reduced reversibly by a two-electron process; the reduction potential of 
riboflavin (RF) is about −0.507 V (vs. ferrocene/ferrocenium (Fc/Fc+)) in water. [14] 
In aprotic media, two consecutive one-electron reductions are observed. The reduc-
tion potentials of riboflavin tetraacetate (RFTA), −1.18 V and −1.87 V (vs. Fc/Fc+) 
measured in acetonitrile, can be given as an example. [15] 

The photocatalytic cycle in flavin photocatalysis starts with irradiation of the 
oxidized form of flavin (Flox) with blue light exciting it into the singlet state (1Fl*). 
Then intersystem crossing (ISC) to the triplet state (3Fl*) occurs rapidly in a few  
nanoseconds (13.5 ns for RF, [17] 23.8 ns for RFTA [18]). The triplet state is the active 
species and key intermediate in catalysis. [19] It can then be reduced by an appro-
priate substrate to the radical anion (Fl.−), which is subsequently protonated (pKa 
value of 8.3) [20] and further reduced to the flavohydroquinone anion (HFl−

red). The 
different redox states are easily distinguished by UV/Vis spectroscopy. [13] 

In principle the flavin redox cycle can be used for reductions as well as for oxi-
dations (see Figure 4.3).  

For the reduction of substrates (Figure 4.3, right) a sacrificial electron donor 
(e. g. typically triethylamine, EDTA or triethanol amine) [21] is needed while for 
oxidations, oxygen from the air is sufficient to reoxidize the flavin. [16]  

The mechanism of the reoxidation by oxygen in catalytic oxidations was 
thoroughly investigated by Bruice et al. in 1979. [22] By this reaction the flavin 
cofactor in flavoenzymes is reoxidized and used either in an oxidative half-
reaction or to generate flavin hydroperoxide, which oxygenates various substrates 
in flavin-dependent monooxygenases. Massey summarized the chemical and bio-
logical versatility of riboflavin in 2000 and described the possible reactions of the 
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Figure 4.3: Catalytic cycle of flavin redox reactions. In the example of benzyl alcohol oxidation, air is 
used for the dark reoxidation of the catalyst.
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reduced flavin with oxygen (see Figure 4.4). [23] The process converts the re-
duced form of the flavin back to the oxidized form and activates oxygen for sub-
sequent reactions. 

The oxidized form of the flavin (yellow, on the right in Figure 4.4) is used in 
oxidation reactions when irradiated with blue light. The redox energy of the ex-
cited state can be estimated by the Rehm–Weller equation, [24] which shows that 
the potential is sufficient to activate substrates with low chemical reactivity, i. e. 
substrates with an oxidation potential below 1.9 V (vs. Fc/Fc+). [25] In the next 
section we will discuss examples along the history of flavin chemistry. 

4.2  Early examples of flavin photocatalysis 

The first mechanistic investigations of the biochemical function of flavins as a coen-
zyme in dehydrogenases were reported in the 1930 s by several groups. [26] In 1939 
Lipmann discussed the use of flavins in biochemistry as autoxidizable compounds 
for the catalysis of pyruvic acid oxidation via thiamine (vitamin B1) oxidation. [27] 
This certainly inspired its use as a catalyst in chemical reactions.  

The use of riboflavin as a photosensitizer in chemical applications was first men-
tioned in the literature in 1948 for the oxidation of ascorbic acid by light [25] and the 
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riboflavin-sensitized photooxidation of indole-acetic acid investigated by Galston in 
1949 (see Figure 4.5). [28] In these early days of flavin catalysis the side product of 
flavin reoxidation was thought to be water, instead of hydrogen peroxide.  

Flavin-catalyzed photoreactions and their mechanisms have been intensively 
studied since then; most of the reports describe reactions with amino acids and 
amines. [29] Frisell et al. reported the oxidation of primary, secondary and tertiary 
amines and amino acids. The best results were obtained for tertiary amines such as 
EDTA, trimethylamine, dimethylglycine, but also with sarcosine and N-ethylglycine. 
Riboflavin was reported to be a better photocatalyst than FMN and FAD. [29a] Enns 
and Burgess described a stoichiometric reaction of riboflavin with methionine or 
EDTA under anaerobic conditions (see Figure 4.6) and could recover the riboflavin 
completely after oxidation with air. [29b] The first step of the mechanism of oxida-
tion by flavins was discussed by several authors to be either hydride transfer [30] or 
one-electron radical mechanism. [29d, e, 31] 

Later, methionine was reported to be oxidized to carbon dioxide, formic acid, 
ethylene, methyl disulfide and ammonia in the presence of FMN and light in aque-
ous solution under anaerobic conditions. Methional was suggested as the first in-
termediate of this transformation (Figure 4.7). [32] 

In 1967 the debate about different mechanisms for different substrates was initi-
ated by the results of Hemmerich, Massey et al. regarding the photoinduced decar-
boxylation of phenylacetate. [33] 

They described the mechanism of the photodecarboxylation of phenylacetate, 
which results as a first step in a quantitative photoalkylation of the flavin (see 
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Figure 4.5: One of the first reported chemical reactions with flavins: the oxidation of indole-acetic 
acid by riboflavin (RF). [28] 
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Figure 4.6: Stoichiometric reaction of EDTA and RF under anaerobic conditions. [29b] 
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Figure 4.7: Stoichiometric photooxidation of methionine with flavin under anaerobic conditions. 
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Figure 4.8). The structure shows the properties of leucoflavin derivatives. Depend-
ing on the conditions, the benzyl residue can either add to position 5 (nitrogen 
atom) or the bridge position 4a (carbon atom). Upon heating the benzyl residue 
migrates from N(5) to C(4a). 

The flavinium salt (substituted in 5-position) is able to transfer the benzyl group 
to the solvent, i. e. water, to yield benzyl alcohol and the flavin starting material. 
The 4a-isomer decomposes under air atmosphere and irradiation to give benzalde-
hyde and the flavin starting material. It is not oxidized in the dark or in the absence 
of oxygen. [33b]  

Hemmerich et al. compared the mechanism of oxidative photodecarboxylation 
of phenylacetic acids (i. e. group transfer) with the mechanism of “hydride” transfer, 
analyzing the spectra during the reaction. [34] They hypothesized that the latter 
mechanism might also be just a rapid sequence of group transfers. They found that 
for low pH values (< 7), high temperature (> 40 °C), with isoflavins (6-substituted 
flavins) [35] or with sterically demanding substrates the formation of 4a-benzyl-di-
hydroflavins is favored while at low temperature (< 40 °C) and pH > 7 the N5-sub-
stituted dihydroflavin is found, correspondingly. Then a dark rearrangement of the 
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Figure 4.8: Mechanistic investigations on flavin-catalyzed oxidations. The phenylacetate is oxidized 
followed by decarboxylation and subsequently added to the flavin core. This is possible in two 
positions, 5 and 4a. The 4a-benzyl intermediate is thermally stable, but photolabile. It leads to an 
oxidized product (benzaldehyde in this case) while the 5-benzyl intermediate leads to benzyl alco-
hol formation via the purple oxidized 5-benzylflavinium cation. [33–34] 
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N-substituted intermediate occurs, promoted by heat or acid leading to an equi-
molar mixture of both types of substitution. In the absence of light no reoxidized 
flavin can be found even in the presence of air. When irradiated again, the 4a-sub-
stituted reduced flavin is oxidized rapidly by air, while the 5-substituted derivative 
yields another product via a pathway involving a dark green radical as intermediate. 
This product can be hydrolyzed (under acidic conditions) to the oxidized flavin. [34] 

Several other studies investigated the flavin reduction by carboxylic acids. 
[29e, 36] Penzer and Radda studied the photoreduction of flavins by amines and 
amino acids using the example of EDTA and DL-phenylglycine. [29e] They confirmed 
the better reactivity of FMN compared to FAD (reported by Frisell et al.) [29a] and 
found that the reaction with phenylglycine produces equimolar amounts of benzal-
dehyde, carbon dioxide and reduced flavin, but they observed differences in com-
parison with the reaction of phenylacetic acid. They proposed “that the first step is a 
one-electron process between the amino acid and the excited flavin. This is proba-
bly not the case for the reaction between excited flavins and phenylacetic acid.” 
[29e] The flavin was not fully recovered after this decarboxylation reaction by air, 
which might be due to the different mechanism (like Hemmerich et al., [33, 37] see 
Figure 4.8). Carr and Weatherby reported the photooxidation of dihydrophtalates to 
benzoic acid or methylbenzoate. [38] They also proposed a mechanism with inter-
mediate adducts.  

These first examples for the chemical use of flavins were all performed with the 
intention of gaining insight into the biochemistry of flavoenzymes and not for the 
application in synthesis. 

4.3  Flavin photocatalysis in synthesis application 

In 1980 Yoneda et al. used 5-deazaflavin derivatives and analogues for the oxidation 
of alcohols and amines in the dark (Figure 4.9). [39]  

Later, Fukuzumi et al. reported the efficient and substrate-selective photocata-
lytic oxidation of benzyl alcohol derivatives by oxygen using 3-methyl-10-phenyliso-
alloxazine and 10-phenyl-5-deazaflavine coordinated to Mg2+ and Zn2+ ions and pro-
tonated riboflavin tetraacetate. [40] Ever since, the photooxidation of substituted 
benzyl alcohols has became the most intensively studied photocatalytic reaction 
mediated by flavins. 

In 1995 D’Souza et al. presented molecular orbital calculations on this photooxi-
dation of substituted benzyl alcohol by riboflavin. [41] They conclude that N(1) of the 
flavin is preferentially protonated in the ground state and the excited states. The 
LUMO of the isoalloxazine is lowered by this protonation and hence the electron 
acceptance and therefore the oxidizing ability of the flavin are increased. The excita-
tion results in energetically lowered corresponding SOMOs and the oxidation ability 
is significantly enhanced. [41] Interestingly, protonated flavin analogues were found 
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to be efficient photocatalysts for the oxidation of benzyl alcohols with oxidation 
potentials around 1.9 V vs. SCE (4-alkyl or 4-chloro substituted benzaldehydes) while 
no photooxidation has been observed in the case of benzyl alcohols with strongly 
withdrawing (NO2 and CN) or electron-donating (OH or OMe) substituents. [42] 

The effect of various metal ions on the oxidation power of photoexcited flavins 
has been studied by Fukuzumi in more detail. [43] It was shown that the effect of 
rare earth metal ions (Sc3+, Lu3+ and La3+) is more pronounced in comparison with 
the effect of magnesium or zinc ions. The metal ions interact with one or both car-
bonyl groups of riboflavin tetraacetate and this coordination shifts the reduction 
potential of the singlet excited state (1Fl*) positively by 390 mV for Mg2+ and even by 
780 mV for Sc3+, which causes an increase of the chemical quantum yield of up 
to 0.17 for the oxidation of 4-chlorbenzyl alcohol with the Sc3+ complex. The pho-
tooxidation proceeds via electron transfer from the benzyl alcohol to the singlet 
excited state of the flavin-metal ion complex [40b, 43] thus differing from the mech-
anism dominating when a nonmetal-ion-coordinated flavin is used as photocatalyst. 

In 1997 Diederich et al. investigated a model system for pyruvate decarboxylase 
and reported a cooperative catalysis using a flavo-thiazolio-cyclophane as catalyst 
for the preparative electrooxidation of aromatic aldehydes to methyl esters or acids 
(Figure 4.10). [44] 

Many attempts have been made to mimic the biologic properties of flavoen-
zymes obtaining better catalyst activities in chemical applications and understand-
ing the enzyme catalysis. In 2003 D’Souza used modified cyclodextrins with flavin 
moieties as artificial enzymes (Figure 4.11). The oxidation of thiols and benzyl alco-
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Figure 4.9: Synthetic application. Oxidation of benzyl alcohol or benzyl amine by 5-deaza-flavins in 
dark. [39a] 
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hols turned out to be much better than with free riboflavin. [45] The photooxidation 
of benzyl alcohols showed a turnover number (TON) of 103, demonstrating an effi-
cient recycling of the flavin-substituted cyclodextrin. Under the same conditions 
with riboflavin as catalyst a TON of only 6 could be obtained. [45] 

Another attempt to design a supramolecular sensitizer containing a photoactive 
flavin unit used a zinc(II)-cyclen binding site. The assembly of a riboflavin-
phenothiazine dyad based on a coordinative bond allowed an efficient intramole-
cular electron transfer between the electron-rich phenothiazine and the excited 
flavin (Figure 4.12), as well as the catalytic reductive photocleavage of thymine cy-
clobutane dimers. [15] The presence of the zinc(II)-cyclen unit covalently bound to 
the flavin also increases the efficiency of aerial 4-methoxybenzyl alcohol photooxi-
dation significantly; the quantum yield was shown to be 30 times higher if the fla-
vin-zinc(II)-complex (Figure 4.12) was used instead of the simple flavin sensitizer. 
The complex is water soluble and allows the photooxidation in an aqueous medium 
reaching a quantum yield of   = 0.4. [46] 

The double effect of the metal ion binding site has been shown in the light-
mediated oxidative decarboxylation of mandelate salts by flavin possessing a crown 
ether moiety (Figure 4.12). It was found that potassium mandelate, having a cation 
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Figure 4.10: Principle of cooperative catalysis. Oxidation of aldehydes to acids with the help of a thia-
zolium ylide, Diederich et al. synthesized a flavo-thiazolio-cyclophane as catalyst for this reaction. [44] 
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Figure 4.11: Artificial enzyme catalyzing the oxidation of benzyl alcohols or thiols more effective 
than riboflavin. [45] 
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with strong affinity to the 18-crown-6-ether host, is oxidized 110 times faster and 
with substantially higher quantum yield in comparison to the corresponding am-
monium salt. [47] 

The riboflavin tetraacetate photosensitized oxidation of substituted benzyl al-
cohols proceeds more efficiently in micelles of sodium dodecyl sulfate (SDS) than in 
acetonitrile solutions. The micelle-enhancing effect was attributed to the incorpora-
tion of a lipophilic flavin into an SDS micelle where the small volume of the micellar 
interior, the less polar medium and the negative charge of the micellar surface fa-
vors an electron transfer. [48] 

In 2008, König et al. described the thiourea-enhanced flavin photooxidation of 
benzyl alcohol in acetonitrile solution. They report TONs up to 580 with their sys-
tem; the presence of thiourea, either covalently bound to a flavin derivative or add-
ed stoichiometrically, led to a significant increase in the quantum yield of up to 
30-fold. [49] They investigated the system further and discovered that the reaction 
works even better in aqueous solution where an addition of thiourea is not neces-
sary. [50] A turnover frequency (TOF) of more than 800 h−1 and a TON of up 
to 68,800 were observed. The reaction worked also with heterogeneous photocata-
lysts with flavins being immobilized on solid supports, such as fluorous silica gel, 
reversed phase silica gel or PE pellets (see Figure 4.13). The catalytic activity de-
creased by a factor of 8–20 for the immobilization on silica gel and by a factor of 50 
for the catalyst entrapment in polyethylene pellets compared to the reaction in ho-
mogeneous solution. [50] 
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Figure 4.13: Immobilization of flavin catalysts on silica gel: normal light irradiation (top); UV blue 
light irradiation (bottom). Solid riboflavin tetraacetate (left), nonmodified silica gel (middle), 
immobilized catalyst (right). [50] 
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Figure 4.14: Flavin photocatalysts with guanidinium binding sites and Kemp’s acid as rigid linker. 

König et al. prepared new flavin derivatives with an acyl guanidinium group 
linked to the chromophore via a rigid Kemp’s acid spacer (Figure 4.14). [51] This 
group was supposed to bind oxoanions, such as phosphates, via hydrogen bonds 
and was intended to position substrates in close proximity to the chromophore.   

However, the expected benefit of the binding site for the photocatalytic activity 
was not observed as revealed by oxidative and reductive photocatalytic reactions. 
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The performance in terms of TON and TOF decreased compared to riboflavin 
tetraacetate. Later, mechanistic studies of Riedle and Dick et al. rationalized this 
observation. [19] In the case of riboflavin tetraacetate the excited flavin has suffi-
cient time in diffusion controlled reactions to reach the triplet state before colliding 
with a substrate molecule. It was shown, that only electron transfer from the triplet 
state leads to product formation. If the substrate is already positioned very close to 
the flavin by the substrate binding site, the electron transfer reaction occurs to the 
flavin singlet state, which will not produce the oxidation product due to very rapid 
back-electron transfer to the benzyl alcohol. 

In 2010 Fukuzumi et al. reported an efficient intramolecular photoinduced elec-
tron transfer of flavin derivative DMA-Fl having an electron donor attached in 
10-position (see Figure 4.15). They observed extremely small reorganization energies 
for electron self-exchange between DMA-Fl/DMA-Fl− resulting in a very long-lived 
charge-separation state (2.1 ms), which can do both: oxidize electron donors 
(Eox < 0.94 V vs. SCE) and reduce electron acceptors (Ered < −0.83 V vs. SCE). [52] 

In the same year several new applications of flavin photocatalysis with ribofla-
vin tetraacetate (RFTA) were reported by König et al., for example the oxidation and 
deprotection of primary benzyl amines (see Figure 4.16). [53]  

They reported the functionalization of toluene derivatives, the cleavage of sty-
renes and stilbenes (see Figure 4.17) and the direct oxidation of benzyl ethers to esters 
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Figure 4.15: Structure of 10-(4-dimethylamino-phenyl)-isoalloxazine. A fla-
vin derivative that is able to perform intramolecular charge transfer upon 
irradiation with light generating a very long-lived charge-separated state. 

RFTA, blue light, 
20 min, RT,
H2O/CH3CN

RFTA, blue light, 
15 min, RT,
H2O/CH3CN

H2O/CH3CN

RFTA, blue light, 
15 min, RT,

OMe

NH

OMe

O

91 % 

O

O

NH2

O

O
For Ala: 99 % 
For Bzl-protection: 81 % 

NH

OMe quant.

NH2

NH
O

O

O

O

but

no conversion

Selectivity: Cbz-group is not cleaved!  

Figure 4.16: Deprotection of benzyl-protecting groups with flavin photocatalysis.
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or benzyl amides to the corresponding imides. [54] These studies expand the possibil-
ities of flavin applications significantly and show that not only benzyl alcohols are 
suitable substrates for flavin photooxidation. The details of the mechanism and kinet-
ics of these oxidation reactions have been investigated by Riedle, Dick, König et al. in 
2011 by transient absorption studies in the range of subpico to microseconds. [19] 

Almost all applications of flavins as catalysts and photocatalysts in synthetic 
applications have been focused on oxidations. In 2010 Naota and Imada et al. used 
several flavins as organocatalysts for the aerobic hydrogenation of olefins via in situ 
generation of diimide from hydrazine producing water and nitrogen gas as the only 
waste products (Figure 4.18). [55] The reaction does not require irradiation. 
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Figure 4.17: Cleavage of styrenes and stilbenes mediated by riboflavin tetraacetate (RFTA) and blue 
light. 
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Figure 4.18: Indirect reductive use of flavins (Fl): hydrogenation of olefins via imide generation from 
hydrazine. The reduced flavin (FlH2) is reoxidized by oxygen. 
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4.4  Flavin-related compounds in photocatalysis 

Additionally to flavins (isoalloxazines), the structurally related alloxazines and 
5-deazaflavins occur in natural systems (see Figure 4.19). 8-Hydroxy-5-deazaribo-
flavin acts as light harvesting cofactor in the class I photolyases. [56] Lumichrome 
is one of the photodegradation products of riboflavin. [57] Upon excitation of allox-
azines without substitution in position N1 (R1 = H, e. g. lumichrome), the N1-proton 
can be transferred to position N10 and thus the excited isoalloxazine form is creat-
ed. [58] This phototautomerization can be catalyzed by proton donors or acceptors 
which are able to form hydrogen bonds with the alloxazine. [59] 

Although the structure of alloxazines is very close to flavins, the photophysical 
properties of these classes of compounds differ. Particularly, fluorescence intensity 
and excited-state lifetimes are substantially lower for alloxazines than for flavins 
(see Table 4.1 for comparison). Nevertheless, there are some preliminary studies on 
the use of alloxazines in electron transfer processes. It was found that both singlet 
and triplet excited states of lumichrome are quenched with aliphatic and aromatic 
amines in methanol with similar rates as flavins. [60] 

5-Ethylflavinium salts (5EtFl+ClO4
−, see Figure 4.20) have been applied mainly in 

catalysis of amine and sulfide oxidations and of Baeyer–Villiger oxidations with 
hydrogen peroxide or oxygen proceeding in the dark. [64] Quaternization of the fla-
vin nitrogen N5 effects spectral and electrochemical properties of the flavin moiety 
significantly (Table 4.1). It increases the oxidation force of the flavin as evident from 
reduction potentials. On the other hand, the lifetime of flavinium salts excited states 
is short in comparison with neutral flavins. [63a] 5-Ethylflavinium salts easily add 
nucleophiles at position 4a (see Figure 4.20). [65] Water addition results in the for-
mation of 5-ethyl-4a-hydroxyflavin (5EtFlOH) which is a suitable model compound 
for the investigation of the mechanism of bacterial bioluminescence. [8b, c, 66]  
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Figure 4.19: Structures and names of important flavins (isoalloxazines), alloxazines and deazafla-
vins. Flavins can be transformed into alloxazines via phototautomerization and vice versa. 
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In bacterial luciferase, excited 4a-hydroxyriboflavin is formed during the oxidation 
of a long-chain aldehyde (luciferin) to carboxylic acid and it returns to the ground 
state with emission of blue light (max = 490 nm). [3b] 

4.5  Photooxidations via singlet oxygen mechanism 

Flavins and alloxazines are known to sensitize singlet oxygen production thus being 
able to participate on photooxidations proceeding by a singlet oxygen pathway 
(type II photooxidation). Singlet oxygen formation proceeds via energy transfer from 
triplet flavin to the ground state of triplet oxygen (Figure 4.21). [67] 

Thus, the quantum yield of singlet oxygen production may be theoretically 
equal to the quantum yield of triplet flavin or alloxazine formation (≈ 0.7). In 
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Figure 4.20: 5-Ethylflavinium, its water adduct and the natural analogue 4a-hydroxyriboflavin. 

Table 4.1: Spectral and electrochemical characteristics of the selected flavin derivatives in ace-
tonitrile. 

Compound 1 (nm)[a] 2 (nm)[a] F (nm)[b]  F[c] F[d] E0 (V)[e] Ref 
Riboflavin  
tetraacetate 

440 343 505 0.37 6.8 ns −1.18(−1.87) [15] 

Lumiflavin 443 342 533 0.16 7.7 ns −0.761 [55b,61] 
5-Deazariboflavin  399 329 457 0.11 4.03 ns – [62] 
Lumichrome 380 334 437 0.028 0.64 ns −1.3 [60–61] 
5EtFl+ClO4

−  557 414 661 – 590 ps 0.306
(−0.389)[f] 

[63] 

5EtFlOH 348 – 496 0.003 500 fs – [8c] 
[a] 1 and 2 are the positions of the two lowest-energy bands in the absorption spectra; [b] maximum 
of the fluorescence emission spectrum; [c] fluorescence quantum yield; [d] fluorescence lifetime; 
[e] reversible redox potentials (Fl → Fl∙− and Fl− → Fl∙− in the brackets) measured by CV using SCE as 
standard electrode; [f ] value for 3,10-dimethyl-5-ethyl flavinium (R = Me in Figure 4.20). 

3Fl Fl3O2
1O2+ +

Figure 4.21: General equation for singlet oxygen 
generation with flavins.



60 | Burkhard König, Susanne Kümmel, Radek Cibulka 

Table 4.2, quantum yields of singlet oxygen generation by various flavins as well 
as alloxazines in different solvents are compared. 

Although singlet oxygen production by flavins is known for many decades, 
flavins have been utilized in type II photooxidations only rarely. This type of 
oxidation is rather described as a side reaction pathway to the electron transfer 
(type I) photooxidation, namely in oxidation of ascorbic acid, [72] tryptophan, 
[73] indole, [74] glucose, [75] and vitamin D, [76] however, electron transfer was 
described as being the dominant mechanism in these reactions. Flavin-sensitized 
photooxidation of esters of unsaturated fatty acids to the corresponding hydro-
peroxides were studied in more detail. [77] Both types of photooxidations were 
found to contribute to the formation of hydroperoxides from the esters of oleic, 
linoleic, linolenic and arachidonic acids. While the radical pathway results in 
conjugated hydroperoxides, singlet oxygen oxidation leads also to hydroperox-
ides with nonconjugated double bonds. [77a] Singlet oxygen becomes competitive 
to the free radical pathway with sufficient oxygen supply. 

Riboflavin tetraacetate was found as an efficient sensitizer for the photooxida-
tion of various types of sulfides to sulfoxides in alcohols (Figure 4.22). [68] The reac-
tion is fastest in the presence of a small amount of water with the highest rates and 
quantum yields in 95 % ethanol ( up to 0.7). A dominant singlet oxygen mecha-

Table 4.2: Quantum yields of photosensitized production of singlet oxygen.[a]

Sensitizer Solvent ex
b F (s)c Ref. 

Riboflavin tetraacetate Acetonitrile 0.52 (355 nm) – [68] 
Riboflavin tetraacetate Ethanol 0.60 (355 nm) – [68] 
3-Methyl riboflavin tetraacetate Methanol 0.61 (355 nm) 10 [69] 
Riboflavin Methanol 0.51 (347 nm) 10 [70] 
5-Deazariboflavin Methanol 0.33 (355 nm) 10 [62] 
Lumiflavin Acetonitrile 0.85 (355 nm) 72 [67] 
Lumiflavin Methanol 0.48 (355 nm) 10 [61] 
Lumiflavin Water (pH 6) 0.31 (355 nm) 77 [71] 
Lumichrome Acetonitrile 0.73 (355 nm) 72 [67] 
Lumichrome Methanol 0.85 (355 nm) 10 [61] 
Lumichrome Water (pH 6) 0.36 (355 nm) 57 [71] 
[a] For next data see also R. W. Rechmond, J. N. Gamlin, Photochem. Photobiol. 1999, 70, 391–475;   
b Quantum yields of singlet oxygen production (excitation wavelength); c singlet oxygen lifetime. 

R1 R2S
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R1=Ph, p-NO2Ph, p-CH3Ph, n-butyl

R2=CH3, t-butyl, n-butyl, allyl

Figure 4.22: Oxidation of sulfides to sulfox-
ides: an example for the use of singlet oxygen 
produced by flavins.
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nism was suggested based on significant differences of photooxidation rates in deu-
terated and nondeuterated solvents. It is advantageous that the reaction proceeds at 
low catalyst loading (2 mol%) and without side overoxidation to sulfones. 

4.6  Conclusion 

Flavin photocatalysis is a versatile and green method for several oxidation reactions 
in organic chemistry. The photocatalysts are easily accessible and possess high 
redox power in the excited state. In the last years some new reactions and catalysts 
were reported expanding the scope and applicability of the reaction. However, there 
are still problems to overcome: the photostability of the catalysts must be improved. 
Increasing the intersystem crossing rate to the triplet state of the oxidized form of 
flavin after excitation is necessary to use higher substrate concentrations and sub-
strate binding sites. The application of reduced flavins as reduction reagents in 
organic synthesis is largely unexplored, but very promising as their potential can be 
further increased to very negative values upon irradiation with UV light (360 nm). 
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5  Templated Enantioselective Photocatalysis 

5.1  Introduction 

Enantioselective photochemistry represents a specially challenging field of synthet-
ic organic chemistry. In reactions of this kind, prochiral substrates are converted 
into enantiomerically pure or enriched products. These photoreactions can proceed 
in an enantioselective manner if enantiotopic faces or groups of the substrate are 
sufficiently differentiated by a chiral entity. The degree of enantioselectivity is 
measured by the enantiomeric excess (ee) of the corresponding product. 

A number of photochemical approaches to prepare enantiomerically enriched 
compounds from prochiral substrates in solution can be found in the literature. [1] 
Many efforts have been focused on the use of circularly polarized light as a source of 
the chiral information to induce an effective differentiation of enantiotopic faces 
but, only recently, a few examples of excellent ee have been reported. [2] Photoreac-
tions carried out using chiral solvents did not give rise to highly enantiopure prod-
ucts. [3] A different approach relies on a chiral solid state environment as the source 
of chirality. In this context, photochemical reactions were carried out within homo-
chiral crystals, [4] employing the “ionic chiral auxiliary” approach, [5] in inclusion 
complexes, [6] and using chiral cavities such as chirally modified zeolites. [7] 

Chiral auxiliaries covalently bound to one of the substrates have given great re-
sults in many cases [8] but, in general, it is desirable to transfer the chiral infor-
mation by a noncovalent interaction, thus, avoiding additional steps for the intro-
duction and the cleavage of the chiral moiety from the substrate. Furthermore, 
reactions taking place in solution greatly expand the scope of suitable substrates 
and also offer the possibility of performing intermolecular processes. Possible syn-
thetic methods following this strategy are based on the stoichiometric use of chiral 
reagents or chiral complexing agents. Until recently, however, only a few examples 
of this kind of photoreactions using complexing agents have been performed. [9] 

By definition, chiral complexing agents interact with prochiral substrates by 
noncovalent interactions in equilibrium. Apart from other supramolecular interac-
tions, [10] hydrogen bonds are the most suitable noncovalent interactions to provide 
a chiral environment, [11] in which a photochemical reaction takes place. Further-
more, this approach appeared particularly promising for enantiocontrol in photo-
chemical reactions, since light does not normally interfere with hydrogen bonds. 
Following this idea, templates, which exhibit hydrogen bond donor and hydrogen 
bond acceptor sites, have been designed. 

The templates employed for this purpose were 1,5,7-trimethyl-3-azabicyclo[3.3.1] 
nonan-2-one derivatives which are available from cis,cis-1,3,5-trimethylcyclohex-
ane-1,3,5-tricarboxylic acid (Kemp’s triacid). [12] They act as rigid hosts which offer 
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an easily accessible binding site and which simultaneously exhibit an effective 
sterically demanding group that is able to protect one of the faces of the substrate 
bound to the complexing agent. The self-association of the enantiopure com-
pounds is low due to steric hindrance of the substituent in the 7-position of the 
chiral backbone. Consequently, templates of this type can coordinate to prochiral 
amides or lactams through a pair of self-complementary hydrogen bonds between 
the respective carbonyl oxygen atoms as acceptors and the nitrogen-bound hydro-
gen atoms as donors (Figure 5.1). These chiral complexing agents have enabled 
both intra- and intermolecular photochemical reactions in solution to be per-
formed with unprecedented yields and enantiomeric excesses. These compounds 
were also used as effective 1H NMR shift reagents for the ee determination of chiral 
lactams, quinolones and oxazolidinones, and they were employed for the determi-
nation of the absolute configuration of new chiral templates and catalysts derived 
from Kemp’s triacid. [13]  

Performing enantioselective reactions in a catalytic fashion was another major 
step in this field. For this purpose chiral complexing agents were designed, which 
are able to absorb light and allow sensitization of the substrate by electron or energy 
transfer. 

The most relevant results obtained in the field of template enantioselective pho-
tocatalysis during the last few years are reported herein. A number of photochemi-
cal processes performed with a high enantioselectivity are detailed below, namely 
Paternò–Büchi reactions, [4+4]-photocycloadditions of 2-pyridones, Norrish–Yang 
processes, [6π]-photocyclizations of anilides, Diels–Alder processes, formal [3+2]-
photocycloadditions of 2-substituted naphthoquinones, radical reactions (irrespec-
tive of whether the radical chain process was initiated photolytically or chemically) 
and [2+2]-photocycloadditions, some of them performed in a catalytic photoinduced 
electron or energy transfer fashion. 

 

Figure 5.1: General mode of action of hydrogen bonding templates based on Kemp’s triacid for the 
differentiation of enantiotopic faces in prochiral lactams. 
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5.2  Early studies. Paternò–Büchi cycloadditions of a chiral 
aromatic aldehyde and cyclic enamines 

Initial work in the field of template-mediated stereoselective photoprocesses was 
related to the use of hydrogen bonds in order to obtain facial diastereoselectivity for 
the well-known Paternò–Büchi reaction between an aldehyde and an olefin leading 
to oxetanes. For this purpose compound 1 derived from Kemp’s triacid was synthe-
sized. Reaction of 1 with 3,4-dihydro-2-pyridone (2) gave rise to the desired ox-
etane 3 (Figure 5.2). 

Precoordination of compound 2 to lactam 1 provided a high facial diastereose-
lectivity for the reaction (up to 95 % de). The photoexcited aldehyde reacts predomi-
nantly within the association complex, thus approaching the bound compound 2 
from a single enantioface. The best results were found when the reaction was car-
ried out in a nonpolar solvent like toluene and at low temperature (–10 °C). The 
photocycloaddition of enantiomerically pure (+)–1 to 2 gave the enantiomerically 
pure oxetane (–)–3. The bicyclic oxetano[2,3-b]piperidone fragment could be readily 
cleaved by transesterification. [14] 

5.3  Enantioselective Norrish–Yang cyclization reaction of 
prochiral imidazolidinones 

The Norrish–Yang reaction was performed for imidazolidinone 6 (see below). The 
reaction was carried out in toluene at low temperature and in the presence of the 
templates 4 and 5 derived from Kemp’s triacid depicted in Figure 5.3. These dia-
stereomeric complexing agents are expected to behave as if they were enantiomers. 
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Figure 5.2: Paternò–Büchi cycloaddition reactions of the chiral aromatic aldehyde 1 and 
3,4-dihydro-2-pyridone (2). 
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Good yields (~ 70–80 %) and diastereoselectivities (80–90 % in favor of the exo 
isomer) were obtained for the reaction, but unfortunately, although both templates 
were found to bind to 6 through two hydrogen bonds and provide a chiral environ-
ment in which the Norrish–Yang reaction takes place, enantioselectivities were 
found to be no higher than 26 % ee. 

In order to improve these results, template 7 and its enantiomer ent-7, present-
ing the planar group tetrahydronaphthalene as a sterically demanding shield, were 
prepared. When these templates were used for the Norrish–Yang reaction of imidaz-
olidinone 6 the yield and the simple diastereoselectivity (dr = 80 % in favor of the 
exo compound) remained nearly unchanged compared to the results obtained with 
templates 4 and 5, but a significant rise in the enantioselectivity was observed (up 
to 60 % ee) (Figure 5.4). A further increase in the enantiomeric excess could not be 
achieved, presumably due to insufficient binding of the imidazolone substrate. 

When employing 7 as a template, the C–C bond formation step, which is the de-
cisive step for the absolute configuration of products, takes place from the C-5 Si 
face of the biradical intermediate (Figure 5.5) due to the shielding of the Re face by 
the sterically demanding tetrahydronaphthalene group of the complexing agent 
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Figure 5.3: Structures of menthyl esters 4 and 5. 
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Figure 5.4: Enantioselective Norrish–Yang cyclization reaction of compound 6 to products 8 and 9 in 
the presence of template 7.
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(Figure 5.2). Thus, both major enantiomers of the exo (8) and endo (9) product show 
R configuration at C-5. [15] 

5.4  Enantioselective photochemical [4+4]-cycloadditions and 
electrocyclic [4π]-ring closure of 2-pyridones 

The [4+4]-photocycloaddition of 2-pyridone (10) and cyclopentadiene led to a 3:2 mix-
ture of the exo- and endo-products. Performing the photoreaction in toluene at –50 °C 
and in the presence of 1.2 equivalents of the template 7 gave rise to two diastereoi-
somers 11 and 12, both with high ee (84 and 87 % ee, respectively) (Figure 5.6). 

Upon association to the template, the Si-face of carbon atom C-3 of the 
2-pyridone is the only accessible face of the substrate, which explains the absolute 
configurations found for compounds 11 and 12. The back of the 2-pyridone 10 is 
shielded by the tetrahydronaphthalene unit of the complexing agent. 

The [4π]-cyclization of several substituted 2-pyridones to 3-oxo-2-azabicyclo 
[2.2.0]-5-hexenes (13) was also studied (Figure 5.7). This reaction – unlike most pho-
tochemical reactions – turned out to be very sensitive towards low temperature. 

Figure 5.5: Differentiation of the enantiotopic faces of 
the biradical intermediate in the environment of chiral 
template 7.
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Figure 5.6: Enantioselective photochemical [4+4]-cycloaddition of 2-pyridone and cyclopenadiene in 
the presence of template 7.
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Therefore, the reaction could only be conducted at temperatures above –20 °C and 
consequently, the association was not as good as in the previous examples. In addi-
tion, steric differences between the two possible cyclization ways are apparently 
not significant. These two facts prevent the reaction of occurring with high stereo-
selectivities and therefore, only enantioselectivities between 20 and 23 % ee were 
achieved (Figure 5.7). [16] 

5.5  Enantioselective [6π]-photocyclization of acrylanilides 

The [6π]-photocyclization of anilide 14 was studied under the previously optimized 
conditions, thus, employing the enantiomerically pure chiral templates 7 or ent-7 at 
low temperature using toluene as the solvent. The trans product 15 was obtained in 
57 % ee, and the minor diastereoisomer (dr = 73 / 27), cis product 16, was obtained in 
30 % ee (Figure 5.8). It is noteworthy that the diastereoselectivity of the process is 
changed in the presence of the template since the cis compound is the major prod-
uct in its absence (dr = 46 / 54). While the enantiomeric enrichment, as expected, is 
larger at lower temperatures for trans product 15, surprisingly, the ee of 16 reaches a 
maximum at –15 °C and decreases at lower temperature. 
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Figure 5.7: Enantioselective electrocyclic [4π]-ring closure of 4-methoxy- and 4-benzyloxy-2-pyri-
done in the presence of template 7. 
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Figure 5.8: Enantioselective [6π]-photocyclization of acrylanilide 14 using compound 7 as chiral 
template. 
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The major enantiomers for both the cis and the trans products showed identical 
absolute configurations at the stereogenic carbon atom C-6 but the absolute config-
uration at C-10 is opposite for the two structures 15 and 16. The latter is formed in 
the C–C bond-forming step and cannot be inverted in the further course of the reac-
tion. The configuration at carbon atom C-6 is established in the protonation step. 
These individual steps have been studied using DFT calculations and deuteration 
experiments to understand how each stereocenter is formed in the course of this 
reaction. [17] 

5.6  Enantioselective Diels–Alder reaction of a photochemically 
generated ortho-quinodimethane 

Experiments on the [4+2]-photocycloaddition of o-quinodimethane 17, obtained 
photochemically from lactam 18, with different dienophiles (19) in the presence of 
the chiral template 7 were also performed (Figure 5.9). Only the E-diastereoisomer 
(17) of the two formed enols is able to participate in the cycloaddition reaction, 
while the Z-diastereoisomer (20) tautomerizes rapidly to the starting material. The 
exo product was obtained as the major diastereoisomer when acrylonitrile (R = CN, 
R′ = H) was employed as the dienophile, whereas methyl acrylate (R = COOMe, 
R′ = H) and dimethyl fumarate (R = COOMe, R′ = COOMe) led to the endo products. 

In the presence of the chiral complexing agent 7 the enantiotopic faces of the 
photochemically generated o-quinodimethane were differentiated. The experiments 
showed a very effective face differentiation, perfect regioselectivity and good to 
excellent simple diastereoselectivity. The reaction was extraordinarily fast and the 
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Figure 5.9: Template-mediated enantioselective Diels–Alder reaction of photochemically generated 
ortho-quinodimethane 17 with different dienophiles.
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enantioselectivities were high (96–97 % ee at –60 °C in toluene). The high enanti-
oselectivities observed are partially due to the fact that the products 21 and 22 show 
a much lower association to the template than compound 18. [18]  

5.7  Formal [3+2]-photocycloadditions of 2-substituted 
naphthoquinones 

The formal [3+2]-photocycloaddition of 2-substituted 1,4-naphthoquinone 23 to 
cyclic alkenes leading to tetracyclic compounds 24 was studied in the presence of 
template ent-7. The reactions were carried out at λ = 419 nm using 200 equivalents of 
the respective olefin. Although high yields and diastereoselectivities were achieved, 
the observed enantioselectivities were low (Figure 5.10). The reason for this is the 
fact that the stereogenic center formed in the initial photocycloaddition is lost dur-
ing the oxidation to the final product. The primary reaction may be perfectly enanti-
oselective regarding a C–C bond formation at C-3 of the 2-substituted naphthoqui-
none, but the relative configuration of the two stereogenic centers, between which 
the bond is formed, determines the absolute configuration of compounds 24. Fur-
thermore, in studies on the association complex equilibrium, no defined complex 
formation could be detected but rather mixtures of 1 : 1 and 2 : 1 substrate-template 
complexes are likely to be present under the reaction conditions. [19] 

5.8  Intramolecular [2+2]-photocycloadditions of substituted 
5,6-dihydro-1H-pyridin-2-ones 

The 3-(ω′-Alkenyl)- and 3-(ω′-alkenyloxy)-5,6-dihydro-1H-pyridin-2-ones (25) un-
dergo [2+2]-photocycloaddition reactions upon irradiation at λ = 254 nm. When n = 1 
the crossed products 26 and 27 were obtained exclusively. Irradiation of longer 
chain compounds led to the straight products 29–30 (Figure 5.11). 

High enantioselectivities were obtained (40–84 ee) when performing the photo-
reaction either employing the compound 7, or the chiral template 31, which presents 
a γ-lactam binding site (Figure 5.11). [20] 
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Figure 5.10: Variation of binding motif: formal [3+2]-photocycloaddition of naphthoquinone 23 with 
different cyclic alkenes resulting in low enantioselectivities. 
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5.9  Enantioselective radical cyclizations 

The encouraging results achieved in Norrish–Yang cyclizations (cf. Chapter 3) led to 
an investigation on other enantioselective radical cyclization reactions. Radical 
reactions have been carried out enantioselectively without an auxiliary being at-
tached covalently to the substrate, for example, employing chiral hydrogen-atom 
donors and Lewis acids coordinated to chiral ligands. [21] Using the previously de-
scribed template 7 and its enantiomer a number of reductive radical cyclizations of 
α,β-unsaturated amide derivatives were successfully carried out in an enantioselec-
tive fashion. 

5.9.1  Reductive radical cyclization reactions of 3-(ω-iodoalkylidene)-piperidin-
2-ones 

In the presence of an initiator and tributyltin hydride the alkenyl iodides 32 react 
in a 5- or 6-exo-trig-cyclization depending on the chain length (Figure 5.12). The 
intermediate radicals 33 possess a prostereogenic center in α-position to the car-
bonyl function, which is transformed by an intermolecular reaction with Bu3SnH 
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Figure 5.11: Intramolecular [2+2]-photocycloaddition reactions of substituted 5,6-dihydro-1H-pyri-
dine-2-ones 25 in the presence of chiral templates 7 and 31 leading to enantiomerically enriched 
straight and crossed products.
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Figure 5.12: Reductive radical cyclization reactions of 3-(ω-iodoalkylidene)-piperidin-2-ones 32 to 
products 34. 
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to a stereogenic carbon atom. The reaction can be initiated both, by addition of 
BEt3 or by ultraviolet light. Performing the reaction in toluene at low temperature 
and in the presence of the template ent-7 high enantioselectivities were achieved 
(up to 84 % ee). 

Hydrogen transfer from Bu3SnH to radical 33, which is associated to template 
ent-7 by means of hydrogen bonding, takes place from the Si face due to the fact that 
the Re face is efficiently blocked by the tetrahydronaphthalene moiety. Experiments 
employing substrates with X = O and X = CMe2, for which both the radical cyclization 
and the hydrogen abstraction step led to a new stereocenter, did not show changes 
in the respective diastereoselectivities, which indicated that the cyclization step was 
not enantioselective. [22] 

5.9.2  Reductive radical cyclization of 3-(3-iodopropoxy)propenoic acid derivatives 

Since enantioselective radical cyclization reactions of acrylates are rare, [23] 5-exo-
trig radical cyclizations of 3-(3-iodopropoxy)propenoic acid derivatives 35 were 
attempted in the presence of the chiral template 7 in order to control the confor-
mation of the acrylate and to provide an efficient enantioface differentiation. The 
reaction was carried out in the presence of tributyltin hydride and an appropriate 
initiator (BEt3, AIBN or ultraviolet light) leading to the corresponding tetrahydrofu-
rans 36 with a new stereogenic center at C-2 (Figure 5.13). 

The major enantiomer of the radical cyclization is formed by Si-face attack at the 
β-carbon atom. The enantioselectivity was significantly lower than in the previous 
studies. Cyclic ureas gave rise to the highest enantioselectivities (up to 59 % ee). From 
these results, it could be concluded that the association to the template increases for 
acrylic acid derivatives in the order hydrazide < amide < acid < cyclic urea. [24] 

 

Figure 5.13: Reductive radical cyclization of 3-(3-iodopropoxy)propenoic acid derivatives 35 to tetra-
hydrofuran 36.
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5.9.3  Radical cyclization reactions of 4-substituted quinolones 

Reductive radical cyclizations of quinolones 37 were carried out employing BEt3/O2 as 
initiator and either Bu3SnH or TMS3SiH as hydride source. 4-(4-Iodobutyl)-quinolone 
and 4-(3-iodopropylthio)-quinolone gave 6-endo-cyclization products in good yields, 
while 4-(3,3-dimethyl-4-iodobutyl)-quinolone reacted in a 5-exo-fashion. When the 
cyclization reactions were conducted in the presence of the chiral template ent-7 high 
enantiomeric excesses were obtained (94–99 % ee) (Figure 5.14). Even better selectivi-
ties were obtained upon employing trifluorotoluene as the solvent. In this case, catalyt-
ic reactions could be conducted with 25 and 10 mol% of template with recovery yields 
of the template higher than 90 %. The effective chirality transfer and the chirality mul-
tiplication in the reaction were probably due to the low solubility of the substrates in 
trifluorotoluene. The reaction mixture remained heterogeneous throughout the reac-
tion. It is likely that the complexing agent dissolves the substrate and allows the radi-
cal reaction to take place under homogeneous conditions (phase-transfer catalysis). 

The association behavior of substrate 37a (X = CH2, R = H) to ent-7 was studied 
by NMR titration experiments. Association data obtained by these experiments 
confirm that the high enantioselectivities are in agreement with the degree of com-
plexation. [25] 

5.10  [2+2]-Photocycloaddition reactions of substituted 
isoquinolones 

Intramolecular [2+2]-photocycloadditions of isoquinolones were also studied, taking 
into account that the isoquinoline moiety is a recurrent motif in natural products. [26] 
Thus, performing the intramolecular [2+2]-photocycloaddition of isoquinolones in a 
regio- and enantioselective way is potentially very useful. 

Starting from easily accessible isoquinolones (40–47), a number of complex 
cyclobutane photoproducts (48–56) were obtained with high enantioselectivity 
(88–96 % ee) after irradiation at λ = 366 nm in the presence of the chiral template 
ent-7 (2.6 equiv.) at –60 °C in toluene (Figure 5.15). 
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Figure 5.14: Enantioselective synthesis of 6-endo (38a, b) and 5-exo (39) products by templated 
radical cyclizations of 4-substituted quinolones 37. 
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Due to the high association of some isoquinolones to the template, enantiomor-
phic conformations in the 1 : 1 complex are favored. An application of this phenome-
non to the kinetic resolution of racemic isoquinolone rac-47 was successfully carried 
out (Figure 5.16). Compound 56 was obtained in more than 95 % ee at 2 % conversion 
although it decreased to 53 % ee when the starting material was consumed due to 
photochemical side reactions taking place during irradiation. The enrichment of 
compound ent-47 was also observed (23 % ee at 40 % conversion). [27] 
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Figure 5.16: Kinetic resolution of racemic isoquinolone rac-47 by employing template ent-7. 
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Figure 5.15: Enantioselective intramolecular [2+2]-photocycloaddition reactions of substituted 
isoquinolones 40–46. 
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5.11  [2+2]-Photocycloaddition reactions of substituted 
quinolones 

An in-depth study on the [2+2]-photocycloadditions of quinolones was carried out 
taking into account that such quinolones appeared to be perfect guests for chiral 
lactam complexing agents. Thus, inter- and intramolecular processes were performed 
and some of the results obtained were used in natural product total synthesis. 

5.11.1  Intermolecular [2+2]-photocycloaddition reactions of quinolones 

Template ent-7 was used as a chiral complexing agent for the intermolecular [2+2]-
photocycloaddition of quinolone 57 with several alkenes obtaining very high enan-
tioselectivities for cycloadducts 58 (81–98 % ee). Exo isomers were obtained with 
high diastereoselectivity for R = (CH2)3OH, CH2OAc and CO2Me (Figure 5.17). The endo 
product was exclusively obtained for R = Ph while R = OAc gave rise to a mixture of 
both diastereomers (63 % dr in favor of the exo compound 58d). In the absence of 
the template the simple diastereoselectivity was not significantly changed. As ex-
pected, the products with opposite configuration were obtained when the template 7 
was employed instead of ent-7. The use of ent-7 induces a Re-attack at carbon atom 
C-3 while 7 favors the reaction taking place through the Si-face. [28] 

5.11.2  Intramolecular [2+2]-photocycloadditions of 4-(2′-aminoethyl)quinolones 

Enantioselective [2+2]-photocycloadditions were carried out on 4-(2′-aminoethyl)-
quinolones in solution  employing complexing agent 7 as the source of chirality. 
The intermolecular reaction of the substrate 59 with different 2-alkyl-substituted 
acrylates was performed. N-Benzylic-protected photoproducts 60 were obtained in 
high yields and with high diastereoselectivity (up to 95/5 dr) and enantioselectivity 
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Figure 5.17: Photochemical intermolecular [2+2]-cycloaddition reactions of 4-methoxy-2-quino-
lone 57 with several alkenes for the preparation of enantiomerically enriched cyclobutanes 58.  



80 | Andreas Bauer, Rafael Alonso Ruiz 

(73–81 % ee). The intramolecular [2+2]-photocycloaddition of acrylic acid amides 61 
was carried out under the same conditions leading to photoproducts 62 (46–55 % 
yield, 74–92 % ee). Photoproducts 60 were converted to compounds 62 by a se-
quence of Boc deprotection and thermal lactamization (74–98 % yield) (Figure 5.18). 
Comparative investigation of both routes showed that quinolone dimerization was 
the single most decisive factor preventing a complete chirality transfer. [29]  

The possibility of performing a 1,2-rearrangement reaction of compounds pos-
sessing the product 62 skeleton towards the enantioselective synthesis of Melodinus 
alkaloids was subsequently tested. In this context, the total synthesis of (+)-melos-
cine (63), which is the prototype of Melodinus alkaloids, was achieved in 15 steps in 
a 9 % overall yield. [30] The enantioselective [2+2]-photocycloaddition of 59 with 
methyl 2-(trimethylsilyloxy)acrylate [31] to compound 60a in the presence of 7, fol-
lowed by a retro-benzilic acid rearrangement to compound 64, was used as the key 
step for the synthesis of this alkaloid (Figure 5.19). This enantioselective synthesis of 
(+)-meloscine represented the first example of a natural product synthesis employ-
ing an enantioselective [2+2]-photocycloaddition as its key step. 
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Figure 5.18: Synthesis of enantiomerically enriched compounds 62 by inter- and intramolecular 
photoreactions of 4-(2′-aminoethyl)quinolones 59 and 61 in the presence of chiral template 7. 



 Templated Enantioselective Photocatalysis | 81 

5.11.3  Intramolecular [2+2]-photocycloadditions of 4-(ω-alkenyloxy)-quinol-2-ones 

Irradiation of 2-quinolones 65 and 66 in the presence of 7 at –60 °C in toluene led to 
the corresponding [2+2]-cycloadducts 67 and 68 in high yields and with excellent 
enantioselectivities (Figure 5.20). In both cases only a single diastereomer was ob-
tained. When template ent-7 was employed the corresponding enantiomers ent-67 
and ent-68 were formed. Upon binding to ent-7 the Si-face is shielded by the tetra-
hydronaphthalene moiety, and the Re-face is accessible to the intramolecular at-
tack. Further experiments performed in the presence of the templates derived from 
menthol 4 and 5 did not give rise to better results. [32] 

The photoreaction of 65 leading to ent-67 was also performed employing tem-
plate ent-7 immobilized on polymeric supports in toluene at –74 °C. Two new tem-
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Figure 5.19: Total synthesis of (+)-meloscine (63) by enantioselective [2+2]-photocycloaddition of 59 
with methyl 2-(trimethylsilyloxy)acrylate to compound 60a in the presence of 7 as the key step. 
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plates were prepared for this purpose: ent-7 grafted on a Wang resin and ent-7 
bound to methoxypolyethylene glycol. In both cases high enantioselectivities were 
achieved and did not deteriorate even after the catalyst had been recycled four 
times. Experiments conducted with methoxypolyethylene glycol bound template 
gave rise to better conversions due to the transparency of the support while Wang 
resin was not transparent and the penetration depth of the light remained low. [33] 

5.12  Light-induced enantioselective catalysis 

Two main approaches are currently under investigation in the field of light-induced 
enantioselective catalysis. The first one relies on the interaction of a substrate with a 
catalyst during the photochemical key step of a reaction. This key step can be a sensi-
tization by energy or electron transfer as well as other means to accelerate a catalytic 
enantioselective reaction over a racemic background reaction. The second approach 
is the combination of well-established enamine or iminium ion organocatalysis with 
photochemical reactions. This rapidly developing field of research is the topic of a 
separate chapter in this book. The catalysis of photochemical primary reactions such 
as [2+2]- or [4+4]-photocycloadditions remains difficult. A number of successful 
approaches in this area rely on the rational approach to combine chiral templates 
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Figure 5.20: Templated intramolecular [2+2]-photocycloaddition reactions of 4-allyloxy-2-quino-
linone (65) and 4-(4-pentenyloxy)-2-quinolinone (66) to the enantomerically enriched photoprod-
ucts 67 and 68. 
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with sensitizing units which are capable of acting as an antenna for light and which 
subsequently transfer the excitation energy by any means of sensitization to a bound 
substrate. The use of such established templates guarantees a high face differentia-
tion, which is a prerequisite for a highly enantioselective reaction. The combination 
of cyclodextrins with sensitizing units such as biphenyl-, anthrancene or benzoate 
derivatives which are able to deliver the energy provided by UV irradiation by sensi-
tization to the complexed substrates such as cyclic alkenes and 1,1-diphenylpropene 
leads to the respective products in enantioselectivities of up to 46 % ee applying 
10 mol% of the cyclodextrin-sensitizer hybrid catalyst. [34] If the substrate is sensi-
tized by triplet sensitization or photoelectron transfer, which act only over very short 
ranges the excitation of unbound substrate molecules is unlikely. If the sensitizer is 
the only absorbing species at the irradiation wavelength, only a bound substrate can 
undergo the photochemical transformation. The reaction should therefore take place 
exclusively within the chiral environment leading to high stereoselectivities. To 
avoid preliminary dissociation of excited substrate from the chiral environment lead-
ing to a reaction in the absence of the chiral information, low temperatures are used 
commonly for these reactions. Ideally, the complex dissociation is significantly 
slower than the rate of the desired reaction but still fast enough to allow efficient 
turnover in a catalytic reaction. The application of this rationale to the concept of 
template 7 led to the synthesis of catalysts 69 and 70, depicted in Figure 5.21. These 
compounds, as the parent compound 7, are able to bind amides and lactams by form-
ing two hydrogen bonds and, in addition, they can act as sensitizers due to the pres-
ence of the benzophenone or xanthone chromophore. 

Both benzophenone and xanthone were used frequently as sensitizers in tri-
plet–triplet-energy transfer catalyzed photoreactions as well as in photoelectron 
transfer (PET) sensitized processes. The latter is also applicable to this activation 
concept as photoelectron transfer is similarly short-ranging and reactions initiated 
by reductive or oxidative photoelectron transfer should therefore occur also exclu-
sively with bound substrates. 

Benzophenone derivative 69 was used to sensitize electron transfer as well as 
energy transfer processes. Xanthone 70 was found to induce higher enantioselec-
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Figure 5.21: Structures of the chiral photocatalysts based on the benzophenone (69) and xanthone 
(70) chromophore. 
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tivity than compound 69 for energy transfer processes due to the xanthone chro-
mophore exhibiting both higher triplet energy and significantly red-shifted absorp-
tion spectra.  

5.12.1  Photoinduced electron transfer enantioselective catalytic reactions 

The reaction of quinolone 71 leading to chiral spirocyclic pyrrolizidines 72 and 
ent-72 (Figure 5.22) was chosen in order to study the enantioselective catalytic pho-
toinduced electron transfer (PET) process. For this purpose, catalysts 69 and ent-69 
were employed. In the presence of a catalyst, ultraviolet light induces a PET from 
the amine to the photoexcited catalyst. Subsequent proton loss from the intermedi-
ate cation radical presumably leads to an α-aminoalkyl radical, which adds intramo-
lecularly to carbon atom C-4 of the quinolone. After the radical addition reaction, a 
hydrogen atom transfer occurs, by either back electron transfer from the catalyst or 
by direct protonation from the suggested ketyl radical. The generated enolate is 
eventually protonated to yield the products. 

As expected, the catalyst acted not only as a PET catalyst, but also as a stere-
ocontrolling agent inducing the desired enantiofacial differentiation in the cycliza-
tion step. The reaction proceeded with considerable turnover and high enantioselec-
tivity. Catalyst 69 gave rise to 72 as major product, while ent-69 led to ent-72. The 
products were obtained in significant enantiomeric excess (up to 70 %) and in yields 
reaching 64 %. [35] 

5.12.2  Catalyzed enantioselective [2+2]-photocycloadditions of 4-substituted 
quinolones 

The reaction depicted in Figure 5.23 was selected in order to investigate energy 
transfer processes. High enantioselectivities (43–99 % ee) were achieved when per-
forming the reaction in the presence of template ent-7. 
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Figure 5.22: Catalyzed enantioselective photoinduced electron transfer reaction of quinolone 71 in 
the presence of the benzophenone-based catalyst 69. 
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Benzophenone catalyst 69 was employed since previous work from Krische 
et al. showed that a sensitization of this reaction is possible by a chiral benzophe-
none (19 % ee with 25 mol% catalyst) [36] but, disappointingly, its use did not lead 
to high enantioselectivities. However, when xanthone catalyst 70 was employed, 
much better results were obtained, achieving a significant rate acceleration and 
high enantioselectivities. These results are maybe due to the fact that the triplet 
energy of the xanthone is higher than the one of the benzophenone, which implies 
that the process is more effective when the former is used. 

An extraordinarily high chirality turnover was achieved for the photoreaction of 
73a (X = O, R = H) with 0.10 equivalents of 70 with enantioselectivities of at least 
90 % ee for both products 74a and 75a after one hour of irradiation in trifluorotolu-
ene at –25 °C. When the reaction was performed in the presence of the parent com-
pound xanthone conversion was found to be lower. This fact indicates that intramo-
lecular sensitization within the substrate-catalyst complex is more efficient than 
intermolecular sensitization. 

In a further experiment, a different behavior was observed comparing the reac-
tivity of compounds 73a and 66. The reaction of 73a leading to a five-membered ring 
was much more enantioselective than the reaction of 66 giving rise to a six-
membered ring (ent-68) (Figure 5.24). [37] 

Emission spectra and laser flash photolysis experiments showed that the photo-
cycloaddition of 73a was significantly faster. A much smaller phosphorescence quan-
tum yield and a larger triplet state lifetime were found for compound 66. This is in 
agreement with faster kinetics for the cyclization of 73a compared to 66. In the case of 
substrate 66, the lower photocycloaddition rate (relative to 73a) leads to an increase 
in cycloaddition reactions occurring after dissociation, which implies loss of enanti-
oselectivity due to the process occurring in the absence of the chiral information. [38] 
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Figure 5.23: Photochemical [2+2]-photocycloaddition reactions of quinolones 73 using ent-7 as 
chiral template to induce enantioselectivity. 
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Figure 5.24: Catalyzed [2+2]-photocycloaddition reactions of 4-(4-butenyloxy)-2-quinolone (73a) 
and 4-(4-pentenyloxy)-2-quinolone (66) performed in an enantioselective fashion employing chiral 
xanthone catalyst 70. 

5.13  Conclusion 

Hydrogen bonds have been described as an ideal means to place a prochiral sub-
strate into a chiral environment. It was shown that the general working mode of 
such complexing agents derived from Kemp’s triacid can be applied to induce enan-
tioselectivity in a wide range of photochemical reactions. Templates bearing the 
xanthone or the benzophenone chromophore are able to sensitize the prochiral 
substrates as well as to induce the desired enantioselectivity. Due to its robustness, 
which allows for its almost quantitative recovery and its reuse, templates of this 
kind are suitable for being used as catalysts in photochemical processes. 
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6  Photocatalysis with nucleic acids and peptides 

6.1  Introduction 

Chemical photocatalysis in the organic-chemical context describes the use of a re-
dox active chromophore that upon irradiation with light induces an electron trans-
fer to the substrate. This photophysical process (charge separation) is coupled to a 
subsequent chemical reaction. The absorbed light energy contributes to the overall 
energy balance of the reaction and thereby increases its sustainability. Furthermore, 
oligonucleotides and oligopeptides offer the possibility to control regio- and stere-
oselectivity as catalysts of organic reactions. The combination of both general con-
cepts, photochemistry and biooligomer catalysis, drives our search for new photo-
catalytic methods which can be accomplished by rethinking photochemical 
reactions that were discovered decades ago. The photocatalytic versions of these 
reactions are both biocompatible and suitable for the UV-A/Vis range in order to 
increase sustainability by both applying aqueous solutions as reaction media and 
high-power LEDs as a cheap and reliable source for light.  

6.2  DNA-assisted enantioselective reactions 

Nature often inspires chemists to use or adopt its systems to chemical reactions. 
Most often proteins (enzymes) are used as catalysts to build up defined molecular 
structures with high enantioselectivities. Since it is also known that RNA or DNA can 
catalyze chemical reactions, there have been several approaches to use this ability 
for organic reactions. Oligonucleotides are able to either fold in a variety of defined 
three-dimensional structures or to build up a very stable right-handed B-DNA helix. 
The use of DNA as a source of chirality in asymmetric organic reactions provides 
several advantages: First of all DNA is chemically more stable than RNA or proteins. 
For technical applications the lower price for DNA is also important, compared to 
other biomolecules. It is readily available in high amounts, in diverse sequences 
and lengths by synthetic procedures, molecular-biological techniques, or from natu-
ral sources. [1] While B-DNA is the predominant conformation, many more are pos-
sible, depending on the solvent, the ionic strength and the presence of DNA-binding 
molecules. [2] Besides A-DNA, left-handed Z-DNA or G-quadruplexes, more sophisti-
cated two- and three-dimensional structures have been investigated. [3] In terms of 
green chemistry in asymmetric catalysis, DNA is a good choice of ligand due to its 
high solubility in water. [1] 

In principle, there are two different ways of using DNA for organic catalysis, 
both with pros and cons. In the first approach the catalytic center is brought into the 
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vicinity by self-assembly of the catalytically active complex and the DNA. On the 
other hand, the oligonucleotide can be modified covalently, either postsynthetically 
or by using modified DNA building blocks. [2] 

The first report on a DNA-based hybrid catalyst was in 2005 by Feringa and 
Roelfes. [4] A copper(II) complex was brought into the vicinity of DNA in order to 
catalyze a Diels–Alder reaction between aza-chalcone and cyclobutadiene in water 
(Figure 6.1). The nonchiral ligand consists of three parts: the copper binding part, a 
spacer and 9-aminoacridine as an intercalator for DNA and ee values of up to 48 % 
of the major (endo) product were obtained. The enantioselectivity was highly de-
pendent on the design of the ligand. Interestingly, they observed different enantio-
mers in excess by variation of the ligand, but could not find general principles for 
these contradicting results. It is not surprising that the elongation of the spacer 
causes a dramatic drop in the enantiomeric excess. [2] To bring the catalytic center 
even closer to DNA a second generation of ligands was prepared, in which the spacer 
was completely removed. [5] The best choice was 4,4′-dimethyl-2,2′-bipyridine, 
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Figure 6.1: Diels–Alder reaction catalyzed by DNA-based Cu(II) complex. 
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which achieved up to 99 % regioselectivity and up to 99 % enantioselectivity. [1] The 
authors successfully transferred this principle to other types of reactions such as 
Michael additions and Friedel–Crafts alkylations. The use of ,-unsaturated 2-acyl 
imidazoles as new substrates allows further synthetic modifications by removing 
the imidazole group. [2, 6] The Toru group applied the catalytic system for electro-
philic fluorination reactions. [7] 

All these reactions are highly sequence dependent, because of the different mi-
croenvironment of the Cu(II) provided by different oligonucleotides. In this supra-
molecular approach a scientific elucidation of the structure-activity relationship is 
quite difficult. To learn more about the system, the covalent approach seems to be 
very promising. To date only a few examples are published. The catalysis of allylic 
amination was described successfully by Jäschke et al. [8] They used a diene ligand 
complexing iridium. The observed ee values are modest; it is, however, a promising 
system since there is slight enantioselectivity. The covalent modification approach 
was also tested by Feringa and Roelfes for the Cu(II)-bipyridine system. Such a DNA 
catalyst was formed via postsynthetic modification and bore the bipyridine ligand in 
the middle of a double strand; ee values up to 93 % were obtained, slightly lower 
than the supramolecular assembly previously described. [2] 

These different systems show clearly that DNA is a promising source of chirality 
in catalysis. Additionally, a covalently linked catalytic moiety allows control of the 
microenvironment of the reaction. [2] 

6.2.1  Photocatalytically active DNA (PhotoDNAzymes) 

Catalytically active nucleic acids are called ribozymes and DNAzymes. In 1994, the 
first artificial DNAzyme with the ability to cleave RNA was identified. [9] Since then, 
the majority of the newly reported DNAzymes showed catalytic activity only by in-
teraction with RNA. There are only few reports on DNA cleavage, phosphorylation 
and capping. [10] We want to focus herein on PhotoDNAzymes in which the activity 
is directly linked to excitation by light. There are two fundamentally different ap-
proaches for how light is used for DNAzymes. First, light can be used to uncage 
DNA. [11] That means that a chemical modification of a nucleoside that interferes 
with the Watson–Crick hydrogen bonds is removed by light. Deiters et al. use, e. g. 
6-nitropiperonyloxymethyl as a photocleavable group at the N-3 position of thymi-
dine. After irradiation with 365 nm the normal hydrogen bonding pattern and thus 
most of the DNAzyme activity is restored. [10a] The second class of light interacting 
DNAzymes is using the excitation energy directly as a cofactor. Sen et al. reported in 
2004 the first example for this category of DNAzymes (Figure 6.2). [12]  

An in vitro selected oligonucleotide (termed UV1C) showed the ability to repair 
T-T-dimers by UV irradiation > 300 nm. The light harvesting component was found 
to be a G-quadruplex structure, hence the DNAzyme itself. [12, 13] The UV1C is a 
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good starting point for further research on PhotoDNAzymes, because it shows the 
ability of DNA to use light directly for catalytic purposes. [10a] The future goal must 
be to harvest and transfer visible light to DNA structures by using dyes as sensitiz-
ers. Moreover, there is no DNAzyme reported up to now that catalyzes C-C bond 
forming reactions. [10a] 

6.2.2  Benzophenone as photosensitizer in DNA for the development of 
PhotoDNAzymes 

Combining the concepts of DNA-assisted enantioselective catalysis (see above) and 
templated enantioselective photocatalysis (cf. Chapter 5) should yield promising 
PhotoDNAzymes. For this approach, the C-nucleoside 1 [14] was chosen as DNA 
modification because the glycosidic C-C bond is chemically more stable compared to 
natural bases, and, moreover, the base surrogate is embedded into the base stack-
ing. The defined microenvironment should potentially be useful for photocatalytic 
organic reactions with DNA. As shown in many examples described above, this 
reaction environment may lead to a chirality transfer and results in highly enantio-
selective reactions. 

The synthesis of 1 and 1 (Figure 6.3) started with the protection of the carbon-
yl function of 4-bromobenzophenone (2) to the ethylene glycol ketal 3. The sugar 
moiety was equipped with a reactive anomeric center according to the literature 
about Hoffer’s chlorosugar 4. [15] In a Grignard reaction, the two moieties were at-
tached forming the C-C glycosidic bond in 5. The two anomers ( :  = 4 : 1) were 
separated by flash chromatography and assigned based on NOE experiments. After 
deprotection, the desired C-nucleosides 1 and 1 were obtained. By reason of better 

 

Figure 6.2: Schematic representation of DNAzyme UV1C with the T-T-dimer containing substrate. 
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synthetic accessibility, the -anomer was representatively incorporated into oligo-
nucleotides, which followed standard methods of phosphoramidite chemistry to the 
DNA building block 8. 

The benzophenone building block was incorporated into a representative oligo-
nucleotide with random sequence to study the optical properties in DNA (Figure 6.4). 
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Figure 6.3: Synthesis of C-nucleosides 1α, 1β and DNA building block 8. 
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After 355 nm excitation at 77 K 1 shows very similar phosphorescence to un-
modified benzophenone. The modified oligonucleotide DNA1 preserves the typical 
benzophenone pattern, although the maxima are shifted slightly. While 1 has its 
main maxima at 467 nm, DNA1 shows a blue shift to 440 nm. Remarkably, a very 
similar blue shift is also observed when 1 is dissolved in methanol instead of wa-
ter. This clearly indicates that the surrounding DNA structure of 1 in DNA1 behaves 
like a polar organic solvent for the benzophenone moiety. This is important for the 
photophysical behavior of 1 embedded in oligonucleotides. Since the phosphores-
cence lifetime of DNA1 did not show any decrease compared to 1, there is no pre-
dominant photoredox process from the triplet state at 77 K. This might be different 
when carrying out catalytic experiments, because it is performed under moderate 
temperatures.  

To study the direct influence of each adjacent natural base to 1, four different 
dinucleotides 1X were synthesized (Figure 6.5, top left), where X represents the 
natural bases A, T, G and C. We chose the well-known intramolecular [2+2]-cyclo-
addition of 4-(3-butenyloxy)quinolone-2(1H)-one 9 as benchmark reaction. [16] 
UV/Vis spectra were recorded to follow the reaction. 

All catalytic experiments were carried out under the same conditions (100 μM 9, 
15 μM catalyst, 10 °C, 250 μL H2O/MeCN 4:1, exc = 366 nm). Obviously the desired 
reaction only works in the presence of benzophenone or one of the anomers 1 and 
1. With benzophenone-modified dinucleotides (representatively shown for 1C) and 
oligonucleotides (representatively shown for DNA1) the photocatalysis failed. In 
order to explain this observation, a closer look at this system by ultrafast transient 
absorption spectroscopy (cf. Chapter 16) and highly sophisticated theoretical meth-
ods (cf. Chapter 14) was crucial. These studies revealed that electron transfer within 
the dinucleotides that interferes potentially with photocatalytic conversion of the 
substrate 9 is controlled by the dinucleotide conformation and hence by the solvent. 

  

Figure 6.4: Sequence and optical properties of benzophenone building block 1α and DNA1; normal-
ized UV spectra at r.t. (left); normalized phosphorescence spectra at 77 K (right). 
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It turned out that the dinucleotides 1X exist mainly in stacked conformations in 
water due to hydrophobic interactions between benzophenone and the DNA base. 
This conformation causes different decay pathways from the singlet and the triplet 
state of the benzophenone moiety, which are competitive to the photocatalysis. In 
contrast to water the conformation changes dramatically when methanol is used as 
a solvent. There is a predominant stretched conformation, which prohibits the men-
tioned decays. These competitive decay pathways could be diminished potentially 
by creating a binding site that brings the substrate closer to the sensitizer. There are 
two different strategies: First, in analogy to the DNA-based catalysts mentioned in 
Section 6.2, a metal ion can be used to bind the substrate during the photocatalytic 
circle. Alternatively, the DNA itself can fulfil the task and acts as an aptamer in 
analogy to Section 6.2.1. A corresponding DNAzyme could potentially recognize and 
bind the substrate prior to catalysis. Work including the SELEX method is in pro-
gress to further develop the PhotoDNAzymes. 

 

  

Figure 6.5: General structure of dinucleotides 1X (top, left) and [2+2]-cycloaddition of 4-(3-butenyl-
oxy)quinolone-2(1H)-one 9 (top, right). Representative UV/Vis measurements (bottom, left); kinetics 
of catalytic experiments followed by UV/Vis at 311 nm (bottom, right). 
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6.3  Small peptides as organocatalysts 

Peptides provide the following advantages in order to use them as organocatalysts. 
Their building blocks of amino acids are easily and cheaply accessible from natural 
products. Automated synthesis allows for designing catalysts specifically for desired 
reactions. Substrate binding motifs can be created by natural and artificial amino 
acids as building blocks to address substrates selectivity. In addition, amino acids 
typically bear a chiral center, which can induce enantioselectivity. There is the ad-
vantage of solvent variety. Peptides are soluble in water as well as in organic sol-
vents by use of adequate protection and functionalization groups. Finally, some 
amino acids and their side chains are able to perform covalent organocatalysis. In 
principle, imine groups (e. g. methylated side chains of histidine) can perform, e. g. 
acyl-transfer reactions to nucleophiles by iminium catalysis. Secondary amines 
(esp. N-terminal proline) can perform enamine catalysis and create nucleophiles 
from carbonyl compounds, which undergo a reaction with electrophiles. 

Peptides as organocatalysts are established between monomeric catalytic units 
like proline [17], MacMillan [18] or Jørgensen [19] catalyst on the one side and a large 
variety of polymeric catalysts in the field of enzymes [20, 21] on the other side. Alt-
hough peptides are known for a large multitude of functions, it is surprising that 
their potential as catalysts has only been explored since the late 1970s. [22, 23] Their 
value as asymmetric catalysts was mainly investigated over the last decade by the 
groups of Miller and Wennemers. [24] In 1998, Miller and coworkers introduced 
asymmetric catalytic peptides which were able to catalyze acyl-transfer reactions via 
iminium catalysis. [25] Methylhistidine and methylimidazole-modified peptides 
showed a high nucleophilicity and performed catalytic activities exceeding those of 
4-dimethylaminopyridine to acylate chiral alcohols with excellent enantioselectivi-
ties (Figure 6.6). [26] The essential structure motif of these peptidic catalysts was 
identified to be a β-turn induced by proline that has the ability to provide a chiral 
environment that brings the reactive moieties into precise arrangements. 

The Miller group extended the application of the same type of peptidic catalysts 
to more challenging substrates, showing that they can discriminate between func-
tional groups that are separated by a long distance. The catalyst was able to 
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Figure 6.6: Example of Miller’s initial stereoselective acylation reaction.
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desymmetrize a long-range bifunctionalized achiral meso-diol (~ 1 nm between en-
antiotropic hydroxyl groups) in 95 % enantiomeric purity. [27] Even more challeng-
ing selectivities could be demonstrated by discrimination of functional groups with-
in complex molecules such as the polyol erythromycin A (Figure 6.7). [28] The best 
peptidic catalysts were also successfully applied on stereoselective phosphoryla-
tions and sulfonations of polyols. [29, 30] 

An impressive development in the field of peptidic catalysts was the incorpora-
tion of a second and orthogonal reactive center. Schreiner and coworkers coupled a 
methylhistidine moiety as a nucleophilic center and a TEMPO residue as oxidative 
reagent to the contrary ends of a non-β-folded peptide catalyst (Figure 6.8). Hence, 
this was able to undergo cascade reactions with meso-diols. The nucleophilic side 
was used to perform kinetic resolution via acylation by iminium catalysis, as seen 
before in Miller’s work followed by oxidation of the unreacted hydroxyl group to the 
ketone. [31] This is an impressive example of how the unique conformational fea-
tures of peptides can be applied for arrangement of orthogonal reactive moieties in 
highly controlled reaction cascades. 

The described peptidic catalysts carry a nucleophile methylhistidine or me-
thylimidazole moiety to perform iminium catalysis and generate acyl electrophiles. 
In contrast, enamine catalysis requires the condensation of a secondary amine with 
a carbonylic compound to an enamine that can be regarded as a nucleophilic eno-
late equivalent. Based on pioneering reports about the single amino acid proline as 
enamine catalyst for aldol reactions, [32] peptides bearing N-terminal prolinyl resi-

 

Figure 6.7: Example of side-selective functionalization of erythromycin A by a peptide catalyst. 
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Figure 6.8: Dual catalysis (acylation and oxidation) performed by peptidic catalysts.
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dues were evaluated as enamine catalysts for aldol and conjugate addition re-
actions. [33] The groups of Reymond and List proved that peptides are catalytically 
active for stereoselective aldol reactions relying on enamine catalysis. [17b, 34] 
Gong and coworkers demonstrated furthermore that peptidic catalysts not only 
effect the stereoselectivity but can also change regioselectivity compared to simple 
proline. Proline provides the 1,2-diol as the major product of the aldol reaction 
between hydroxyacetone and aromatic aldehydes, whereas the peptidic catalyst 
H-Pro-(Phe)3-OMe supports the formation of the 1,4-diol (Figure 6.9). [35] 

The stereoselective induction is astonishingly high with respect to the rather 
flexible peptidic backbone. In contrast, Wennemers and coworkers used fixed 
β-folded tripeptides of the general type Pro-Pro-Xaa (Xaa stands for the acidic amino 
acids aspartate and glutamate) for aldol reactions as well as conjugate addition 
reactions between aldehydes and nitroolefins to afford even higher stereoselectivi-
ties. [36] These peptidic catalysts also provide astonishingly high reactivites as well 
as stability, and allow catalyst loadings of as little as ≤ 1 mol% whereas typical 
catalyst loadings for enamine catalysis are 10–30 mol%. The aptitude of the pep-
tidic catalysts differs by the length of the side chain of the acidic amino acid. 
H-Pro-Pro-Asp-NH2 was found by combinatorial screening to be the best catalyst for 
direct aldol reactions, [37] whereas rational design based on conformational studies 
illustrated H-Pro-Pro-Glu-NH2 to be an excellent catalyst for conjugate reactions 
between aldehydes and nitroolefins (Figure 6.10). The better reaction yields syn-
thetically useful -nitroolefins in ≥ 90 % yield (≥ 90 % ee), which represent precur-
sors for other valuable compounds like chiral -amino acids or butyrolactams. [38] 
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Figure 6.10: Conjugate addition reactions of aldehydes to nitroolefins. 
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Figure 6.9: Regio- and stereoselective aldol reactions using a peptide organocatalyst. 
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It is remarkable that the catalyst containing glutamate shows high chemoselec-
tivity as no by-products are formed, whereas the aspartate containing catalytic pep-
tide represents a good catalyst for aldol reactions yielding the homo-aldol product in 
the same approach. This demonstrates that the chemoselectivity of peptidic cata-
lysts of the type Pro-Pro-Xaa can be easily tuned by variation of acidic amino acid 
Xaa. Wennemers and coworkers extended the synthetic applicability of these cata-
lytic peptides on a large scale by immobilizing them on TentaGel resin at the 
C-terminus without losing reactivity or stereoselectivity. 

6.3.1  Development of peptides for photocatalytic addition to olefins 

This project started from a known photoreaction from the literature (Figure 6.10) 
and followed the stepwise development of photocatalysts consisting of electron-rich 
chromophores and modified peptides. In the prototype reaction a nucleophile is 
added to an aryl-substituted ethylene 12 yielding Markovnikov addition products 
(Figure 6.11). In the original report, 1,4-dimethoxy-naphthlene was used as sensi-
tizer and irradiated by a medium-pressure mercury lamp to undergo a reductive 
electron transfer catalytic cycle. [39] Products resulting from the nucleophiles H2O, 
MeOH and CN– were achieved.  

The aim of the project was to design and synthesize chromophore-attached pep-
tides to investigate their aptitude as peptidic photocatalysts. The modular synthetic 
approach is based on an azide-modified amino acid and its incorporation to a small 
variety of peptides. Acetylene-modified electron-rich organic chromophores should 
be attached to the peptides by “click”-chemistry. These peptides could potentially 
bind substrate molecules and thus bring the photocatalytic unit and the substrate in 
close proximity in order to enhance the electron transfer efficiency. Moreover, the 
peptide could also drive this reaction stereoselectively. 3-L-Azido-alanine (16, Aza) 
was chosen for the click-type cycloaddition, which can be synthesized from com-
mercially available L-serine (13). This building block was incorporated via LPPS 
using the Boc-strategy into tripeptides (Figure 6.12). 
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Figure 6.11: Photocatalytic test reaction and initial photocatalyst.
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Alternatively, 4-L-azido-proline (20, Azp) offers additional advantages. Besides 
the possibility to attach the photocatalyst via click-ligation at this position, the 
resulting monomeric catalyst can bind substrates via hydrogen bonds promoted by 
the free carboxylic acid group and it can generate C-nucleophiles via enamine ca-
talysis. Starting from carbonyl derivatives, the free secondary amine group can 
undergo a reaction with the photocatalytically generated electrophile derived from 
the substrate. The peptide building block was synthesized by standard procedures 
(Figure 6.13). 

To find good candidates for photocatalysis a screening of electron-rich chromo-
phores was performed (Figure 6.14). The following served as potential candidates: 
naphthalene derivatives (to evaluate the substitution effects), anthracenes, pyrenes, 
perylene and two ruthenium(II)-complexes. These compounds were applied equi-
molar in the previously described model reaction. A 200 W Hg-Xe arc lamp was  
applied as a broad-band excitation light source. The unsubstituted and alkyl-substi-
tuted chromophores were not efficient whereas methoxy-, meththio- and dimethyl-
amino-substituted chromophores showed good conversions. Multiple substituted 
chromophores showed the best catalytic activity, which also varied depending on 
the substitution pattern. 

 

Figure 6.12: Synthesis of 3-azide-alanine (16, Aza) and azide-modified tripeptides. 

 

Figure 6.13: Synthesis of trans-4-azide-proline (20, Azp).
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Naphthalenes proved to be very efficient photocatalysts but they have the 
drawback that they absorb mainly in the UV-B region. In order to push the photo-
catalytic absorption further to the UV-A/Vis range, larger aromatic systems are 
needed. Among those 9,10-dimethoxyanthracene and 1-(N,N-dimethylamino)-py-
rene (DIMAP) were found to be the most efficient ones. Moreover, spectroelectro-
chemical data revealed spectroscopic signatures of oxidized chromophore radical 
cations (Figure 6.15). This represents an important prerequisite to follow the catalyt-
ic reaction via transient absorption spectroscopy.  

An ethynyl-linked derivative of 9,10-dimethoxyanthracene (25) ready for 
“click”-ligation to the azide-modified tripeptides was prepared. The chromophore 
was then incorporated into the group of presynthesized tripeptides via “click”-
chemistry (Figure 6.16). 

The potential catalyst 3 was applied in submolar stoichiometries (10 mol%) and 
provided 23 % conversion under the same conditions as the chromophore screening. 
This preliminary result shows that the peptides could be developed further by sub-
strate binding.  

Furthermore, the catalytic properties of DIMAP were investigated more closely. 
An advantageous feature of this chromophore is its strong absorption band around 
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Figure 6.14: Photocatalytic screening for the addition of MeOH to 12. 
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363 nm. It is possible to excite this catalyst with high-power LEDs emitting light at 
366 nm. The catalytic model reaction with 12 under the same conditions as the 
screening experiment lead to 33 % conversion. Careful MS analysis revealed that the  
catalyst was destroyed during the experiment. It seemed likely to extend the DIMAP 
lifetime by addition of Et3N as an additional electron donor. A 5 vol% Et3N as addi-

 

Figure 6.15: Spectroelectrochemical data of 9,10-dimethoxyanthracence (left) and 1-(N,N-dimethyl-
amino)-pyrene (right). 
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Figure 6.16: Synthesis of 2-ethynyl-9,10-dimethoxy-anthracene (25) and “click”-ligation of azide-
modified tripeptides. 
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tive had a terrific impact on the result of the catalytic experiment. The conversion 
could be raised up to 75 % yield of 26 based on complete consumption of the start-
ing material. Notably 1,1-diphenylethane (27) was formed as a by-product (25 %) in 
the latter reaction. The kinetic measurement revealed that the reaction is finished 
after 3 h (Figure 6.17). The by-product 1,1-diphenylethane (SMH2) is formed concomi-
tantly with the product. Benzophenone, which was the main by-product in the 
screening experiment, is formed in traces (< 3 %). This is due to the fact that irradia-
tion with 366 nm LEDs forms less singlet oxygen. The addition of Et3N in this reac-
tion allows for the use of the photocatalyst in substoichiometric amounts. The 
10 mol% of DIMAP was still enough to get a conversion of 42 %. In the kinetic meas-
urement with 0.1 eq DIMAP the most noticeable difference is that the reaction is 
finished after 5 h of excitation instead of 3 h with 1 eq DIMAP. 1,1-dipheny-ethane is 
also produced concomitantly with the desired product. The conversion is slower and 
the yield slightly lower because the photocatalyst is bleached after about 5 h of exci-
tation even in the presence of Et3N.  

Based on the publication by Arnold and Maroulis, an electron transfer mecha-
nism is proposed for this nucleophilic addition (Figure 6.18). Stern–Volmer plots 
support this proposal since fluorescence quenching of DIPEA is observed in the 
presence of the substrate and in the absence of Et3N.  

 

Figure 6.17: Kinetic conversion of substrate 12 to product 26 and side product 27 with 1 eq (left) and 
0.1 eq (right) DIMAP as photocatalyst. 
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It was detected that the amount of DIMAP gets reduced during the photocatalytic 
cycle due to bleaching of the chromophore. Thus, the most critical step of the mecha-
nistic cycle seems to be the back electron transfer from the protonated neutral diphe-
nylethyl radical to DIMAP. Obviously, Et3N supplies the electron to the DIMAP radical 
cation more efficiently than the substrate radical and the degradation of the photo-
catalyst is significantly reduced. Moreover, Et3N increases the yield notably. This 
implies the idea that Et3N closes the cycle and gets regenerated by oxidation of the 
diphenylethyl radical (Figure 6.19). It turned out that Et3N serves as an additional 
electron shuttle and thereby improves back electron transfer from the intermediate 
substrate radical to the chromophore radical cation. Consequently, this proposal also 
gives an explanation for the formation of the side product 1,1-diphenylethane (27). 
The diphenylethyl radical cannot only be oxidized by the Et3N radical cation but also 
reduced by Et3N itself to the anionic species. Subsequent protonation of the diphe-
nylethyl radical anion gives the undesired product 1-methoxy-1,1-diphenylethane.  

Our results clearly show that it is worth developing photocatalytic versions for 
peptide catalysis. The irradiation in the UV-A/Vis range leads to more efficient pro-
cesses by applying energy-efficient high-power LEDs as light source. This principal 
concept and type of methodology will certainly be applicable for other peptide-
catalyzed reactions in the future. 
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6.4  Conclusion 

Although both parts of this project are not yet completed, our results already show 
the value in revisiting known photochemical reactions and in developing versions 
that are photocatalyzed by the assistance of nucleic acids or peptides. The irradia-
tion in the UV-A/near-Vis range increases the sustainability significantly by apply-
ing energy-efficient high-power LEDs as a cheap and reliable source for light. The 
mild and nonacidic and nonbasic conditions make this type of photocatalysis a 
promising alternative. Oligonucleotides and oligopeptides offer the general possibil-
ity to control regio- and stereoselectivity of organic reactions. 
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7  Visible light photoredox catalysis with 
[Ru(bpy)3]2+: General principles and 
the twentieth century roots 

7.1  Introduction 

Organic reactions effected by light have been pursued as an important branch of 
chemistry since the early twentieth century. [1–3] In 2012, one hundred years after 
Giacomo Ciamician’s visionary address on the future of photochemistry, [1b] many 
chemists feel eager to explore transformations triggered by light in the visible region 
of the electromagnetic spectrum as amply documented in this book. The expanding 
interest is mainly curiosity-driven and is fueled by economical and ecological ad-
vantages of using visible light as an abundant source of energy.  

Processes that can be induced by photoredox catalysis using a combination of 
[Ru(bpy)3]2+ catalyst and visible light have been considered as a tool for preparative 
organic chemistry since the 1970s. However, only a few research groups dealt with 
this topic until the beginning of the twenty-first century. In 2008 and 2009, the at-
tractiveness of this bond-forming strategy for organic synthesis was highlighted due 
to the seminal studies by MacMillan, Yoon, and Stephenson groups. [4–7] Since 
then, organic chemistry has witnessed rejuvenated interest in organic transfor-
mations triggered by metal-based dyes, and recently also purely organic dyes, [8] as 
photoredox catalysts. This chapter turns to the roots of this branch of research and 
summarizes the pioneering examples from the twentieth century. The emphasis is 
on [Ru(bpy)3]2+ (Figure 7.1) and the transformations where this complex has been 
used as a photoredox catalyst. With permission of the Collection of Czechoslovak 
Chemical Communications, large parts of this chapter have been adopted from a 
review published in the last year. [4b] 

7.2  [Ru(bpy)3]2+ and its photoredox properties 

Salts of [Ru(bpy)3]2+ (1, bpy = 2,2′-bipyridine) were first reported by Burstall in 1936 
(Figure 7.1). [9] Notably, Burstall also achieved resolution of the two enantiomers of 1 
via diastereomeric tartrate salts. [9] At that time, it was shown that [Ru(bpy)3]2+ was 
not only chemically robust, but also a remarkably configurationally stable species. 
[10] Whereas chirality of this C3-symmetric complex cation was recognized at the time 
of its first synthesis, its unique photochemical and electrochemical properties have 
attracted attention with a more than 30-year delay. [11, 12] However, at that time the 
research focused on the photoredox manifold of [Ru(bpy)3]2+ and its applications have 
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since experienced a massive expansion; especially, the conversion of solar radiation 
into other forms of energy has been studied vigorously. In particular, conversion of 
solar energy into electrical current [13] and into chemical energy of fuels by photore-
duction of small molecules, such as water and CO2, have received focused attention 
due to the practical implications of harnessing solar energy to meet the global energy 
needs. [14] Besides this, even at the beginning of the twenty-first century, [Ru(bpy)3]2+ 
and its rich spectrum of useful properties continues to inspire important conceptual 
advances in other areas, as recently discussed by Balzani et al. in the context of a 
novel molecular encoder–decoder for sensing, labeling, or molecular computing. [15] 

Photoredox manifold of [Ru(bpy)3]2+ complex offers unique opportunities on 
how visible light can be channeled to trigger formation of chemical bonds that are of 
interest for preparative organic chemistry. [4] Since 2008, this promising potential 
has started to be explored by numerous research groups. Visible light matches well 
a broad absorption band of the [Ru(bpy)3]2+ complex (λmax = 452 nm) leading to effi-
cient excitation that gives the lowest singlet excited state (1Ru2+* in Figure 7.2). This 
initially generated singlet state (1MLCT state, MLCT = metal-to-ligand charge-trans-
fer) then undergoes intersystem crossing yielding a long-lived luminescent triplet 
excited state [Ru(bpy)3]2+* (3MLCT, 3Ru2+* in Figure 7.2). The triplet-excited state is 
generated with highest quantum efficiency and is long-lived (~ 600 ns). This high-
energy species can serve either as a single-electron oxidant or reductant depending 
on other chemical species present. If reductive quenching of the [Ru(bpy)3]2+* takes 
place, the strongly reducing species [Ru(bpy)3]+ is produced (−1.33 V vs. SCE in 
CH3CN), whereas oxidative quenching pathway generates [Ru(bpy)3]3+ that is a 
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Figure 7.1: Structure of [Ru(bpy)3]2+ (1) and its chirality. 
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strong oxidant (+1.29 V vs. SCE in CH3CN). Depending on the choice of suitable re-
ductive or oxidative quencher, the [Ru(bpy)3]2+ catalyst can be used to trigger photo-
reduction or photooxidation, respectively (Figure 7.2). Recently, more details on 
[Ru(bpy)3]2+ as a prototypical photoredox catalyst have been summarized in an ex-
cellent overview in which photoelectronic properties of other photoredox catalysts 
are also discussed. [4a] 

7.3  Application of [Ru(bpy)3]2+ as catalyst in the twentieth 
century 

In the twentieth century, only a handful of research groups dealt with the applica-
tion of photoredox properties of [Ru(bpy)3]2+ in organic synthesis.  

In 1978, Kellogg’s group reported reduction of phenacylsulphonium salts (e. g. 2) 
by 1,4-dihydropyridine 3 (2 + 3 → 4, Figure 7.3). The reaction was found to be in-
duced by irradiation with visible light and greatly accelerated in the presence of 
[Ru(bpy)3]2+ and other dyes, such as TPP (meso-tetraphenylporphine), or eosin diso-
dium salt. [16] Importantly, the roles of light and dyes were carefully tested. Thus, a 
control reaction performed in the dark in the absence of sensitizing dye did not lead 
to any conversion at room temperature even after 72 h. However, the reaction 
reached complete conversion upon exposure of the same reaction mixture to inci-
dent room light for 48 h (neon fluorescent lamps at ca. 2 m distance). Addition of 
1 mol% of [Ru(bpy)3]Cl2, TPP, or eosin disodium salt led to acceleration of the irradi-
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Figure 7.2: Photoredox manifold of [Ru(bpy)3]2+ and representative oxidative and reductive quenchers. 
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ated reactions resulting in complete conversions within significantly shorter reac-
tion times of 0.3 h, 1 h, or 3 h, for the three dyes, respectively. The authors suggested 
that light-induced single-electron transfer steps are responsible for the observed 
sulfonium salt reduction and proposed that the large acceleration effect of 
[Ru(bpy)3]Cl2 might be due to the involvement of this photoredox catalyst in the 
single-electron transfers (SET). [16] Later on, results of a more detailed mechanistic 
study were disclosed. [17] Although the authors did not arrive at a definitive conclu-
sion about the exact role of [Ru(bpy)3]2+ in this process, an impressively insightful 
discussion of the gathered body of evidence was presented. [17] 

Reductions of other substrates such as ammonium, phosphonium salts, and 
4-nitrobenzyl halides have also been achieved (5, 6, 7a, b, respectively, Figure 7.3). 
[16, 17] In 1985, the same group described reductions of phenacylbromide, bromo-
malonates, and related substrates (Figure 7.4) using 3-methyl-2,3-dihydrobenzothia-
zoles using [Ru(bpy)3]Cl2 or rose bengal as photocatalysts. [18] All these examples 
provided important early evidence that various dyes can function as remarkable 
accelerators of some light-induced reductions. 

Another type of transformation photosensitized by [Ru(bpy)3]2+ has been inde-
pendently discovered by the group of Pac (Figure 7.5). [19, 20] In their work Pac 
et al. studied reactions of various olefins with 1-benzyl-1,4-dihydronicotinamide 
(BNAH) as an NADH model. The outcome of these processes was shown to be sub-
strate specific. For example, dimethyl maleate 8 afforded mainly dimethylsuccin-
ate (9), whereas olefin 11 led to a product 12 containing dihydropyridine moiety. 

To account for the observed results, the authors provided a mechanistic ra-
tionale depicted in Figure 7.6. Ruthenium catalyst was proposed to participate in 
this transformation via reductive quenching cycle. To this end, the photocatalyst’s 
excited state [Ru(bpy)3]2+* is reductively quenched by BNAH to form in situ [Ru(bpy)3]+  
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Figure 7.3: Dye-accelerated photoreduction of phenacyl sulfonium salt 2 and related substrates. 
[16, 17] 
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and BNAH∙+. The latter species can subsequently lose proton leading to BNA∙ that 
will result in production of the dimer 10. Strongly reducing [Ru(bpy)3]+ was pro-
posed to transfer its electron onto the olefin substrate to generate the radical ani-
on 13 that is then protonated to give radical intermediate 14. The resultant radical 14 
can be either reduced to the product 15 or can alternatively lead to the structure 16 

KELLOGG, 1985
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Figure 7.4: Dye-enhanced photoreductions at saturated carbon atoms using 3-methyl-2,3-dihydro-
benzothiazole reductant. [18] 
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Figure 7.5: [Ru(bpy)3]2+-catalyzed photoreduction of olefins with 1-benzyl-1,4-dihydronicotinamide. 
[19, 20] 
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containing dihydropyridine moiety. Whether radical 14 undergoes electron transfer 
resulting in structure 15 or leads to radical coupling giving dihydropyridine prod-
uct 16, depends on steric and electronic properties of 14 that should be affected by 
the substituents at the radical center. 

In a related work, Pac and coworkers disclosed the reactivity of aromatic car-
bonyl compounds with BNAH under similar conditions (Figure 7.7). [21, 22] The 
reaction course was found to be governed by the structural parameters of the used 
carbonyl compound. Thus, di-2-pyridylketone (17) led to the alcohol 18 together 
with a dimeric dihydronicotinamide structure 10, whereas benzaldehyde was con-
verted to a secondary alcohol 19 in high yield. It was reasoned that the exclusive 
formation of alcohol 18 from di-2-pyridylketone (17) is governed by the two pyridyl 
groups that have a dual role. Because of the electron-withdrawing nature of these 
groups, the one electron reduction of the radical HO-C∙(2-py)2 is favored (see single-
electron transfer to 20 leading to 21 in Figure 7.8). In addition to that, radical cou-
pling of the species 20 (leading to possible product 22) is inhibited because of steric 
hindrance around the radical center in HO-C∙(2-py)2.  
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Figure 7.6: Mechanistic picture proposed for the transformations of olefins in Figure 7.5. [19, 20] 
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Figure 7.7: [Ru(bpy)3]2+-photosensitized reactions of carbonyl compounds with an NADH model. 
[21, 22] 
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Figure 7.8: Mechanistic picture proposed for transformations of carbonyl compounds in Figure 7.7. 
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WILLNER, 1983 & 1984
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Figure 7.9: Photosensitized debromination of meso-1,2-dibromostilbene in a two-phase system. 
[23, 24] 

Photoinduced electron transfer has been extensively studied because of solar en-
ergy conversion and storage. [12–14] In this context, the photoinduced production of 
4,4′-bipyridinium radical cations from the corresponding dications (viologens) with 
visible light is very well known. Usually, [Ru(bpy)3]2+ or zinc porphyrins are used as 
sensitizers and triethanolamine, ethylenediaminetetraacetic acid (EDTA), or cyste-
ine are introduced as electron donors. Inspired by this, Willner group studied sever-
al photochemical transformations involving photogenerated reductant [Ru(bpy)3]2+*. 
[23–25] Based on their research of viologen/Na2S2O4 reduction system in ethyl ace-
tate–water, they described a photocatalytic version of their debromination of me-
so-1,2-dibromostilbene (23) triggered by light/[Ru(bpy)3]2+ and di(n-octyl) viologen 
(C8V2+, Figure 7.9). [23, 24] Disproportionation of viologen radical cation C8V∙+ in the 
ethyl acetate–water biphasic system generates neutral species C8V0, which is be-
lieved to be the key reducing agent in the reported debrominations. Interestingly, 
the enzyme-catalyzed variant of this biphasic photodebromination reaction involves 
ethanol/alcohol dehydrogenase/NADH reduction system. [26] In this process, en-
zymatically generated NADH serves instead of EDTA or other amines to reduce 
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[Ru(bpy)3]3+ to [Ru(bpy)3]2+. [27] Importantly, these reports from the Willner group 
provided early examples showing that the oxidative quenching cycle of [Ru(bpy)3]2+* 
by using strong oxidants (e. g. viologens) can be taken advantage of in transfor-
mations interesting to organic synthesis. 

In later studies, photocatalysis in the debromination reactions was also de-
scribed to proceed with [Ru(bpy)3]Cl2/Et3N in acetonitrile solvent in the absence of 
viologen catalyst (e. g. 24→25, Figure 7.10). [28] Under similar conditions, success-
ful reduction of activated ketones has been demonstrated (Figure 7.11). In this way, 
ethyl benzoylformate (26) is reduced to ethyl mandelate (27) and benzil (28) to 
benzoin (29). 

In 1986, Tomioka group reported examples of reduction of nitroalkenes to ox-
imes using photoredox catalysis with [Ru(bpy)3]2+/viologen/Na2EDTA system in bi-
phasic medium (Figure 7.12). [29] The corresponding ketones were also isolated in 
small quantities. Viologen species serves as an electron phase transfer catalyst shut-
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Figure 7.10: Photocatalyzed debromination of ethyl dibromocinnamate. [28] 
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Figure 7.11: Photocatalyzed reduction of activated ketones triggered by [Ru(bpy)3]2+/Et3N system. [28] 
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tling electrons between the aqueous and organic phase and, in this respect, the 
roles of the ruthenium photocatalyst, Na2EDTA and viologen are similar to those in 
the debromination reaction mechanism depicted in Figure 7.9. In this case, the au-
thors stated that the reducing species that directly transfers its electrons to the ni-
troalkene substrate is either the viologen radical cation C8V∙+, or the neutral species 
C8V0 generated by the disproportionation mechanism. 

In 1984, Cano-Yelo and Deronzier described the photocatalytic Pschorr reaction 
converting aryldiazonium salts 33 to phenanthrene derivatives 34 in the presence of 
[Ru(bpy)3]2+ photoredox catalyst (Figure 7.13). [30] The authors proposed a mecha-
nism involving oxidative quenching of photoexcited [Ru(bpy)3]2+* with aryldiazoni-
um salt leading to aryl radical species 35 and [Ru(bpy)3]3+ which is a strong oxidant. 
[31] Radical cyclization of 35 gives intermediate 36. In the next step, the radical 
intermediate 36 is oxidized by [Ru(bpy)3]3+ and subsequently restores aromaticity 
upon loss of a proton, affording phenanthrene skeletons 34. 

Importantly, when the aryldiazonium salts 33 are subjected to direct photolysis 
in the absence of a photoredox catalyst, the phenanthrene products 34 become 
minor components of the reaction mixture (10–20 %, Figure 7.14). The major prod-
ucts are acetanilides 37 isolated in 80 % yields. They result from interaction of a 
photogenerated aryl cation 38 with acetonitrile and subsequent hydrolysis of the 
intermediate 39 (Figure 7.14).  

The oxidative quenching cycle of Ru-photocatalyst was also used for transfor-
mation of carbinols (e. g. 40, Figure 7.15) to aldehydes with aryldiazonium salts as 
oxidants. [32, 33] Besides the aldehyde 41, this process results in benzophenone 42 
and fluorenone 43, which is a product of the Pschorr cyclization pathway similar to 
that outlined in Figure 7.13. Oxidation of other primary [32] and secondary [33] alco-
hol substrates was investigated in the presence of various bases and the results were 
compared with the electrochemical variant of this reaction (electrochemical redox 
catalysis). [33]  

In 1984, the Tanaka group reported a reaction of benzylbromide (44) with 1-ben-
zyl-1,4-dihydronicotinamide (BNAH) photosensitized by [Ru(bpy)3]2+ resulting in 
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Figure 7.12: Photochemical reduction of nitroalkenes using viologen as an electron phase transfer 
catalyst. [29] 
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1,2-diphenylethane (45) as the main product (Figure 7.16). However, in the absence 
of [Ru(bpy)3]2+ sensitizer, irradiation of the absorption band of BNAH triggers a dif-
ferent photoinduced electron-transfer process leading to reduction of benzyl bro-
mide (44) to yield toluene as the major product (Figure 7.16, bottom and Figure 7.17, 
right). [34] Reaction in the absence of [Ru(bpy)3]2+ proceeds by a radical chain mech-
anism involving benzyl radical, as the chain carrier, formed by a single-electron 
transfer from the excited state of BNAH to benzyl bromide (Figure 7.17, right). By 
contrast, in the presence of [Ru(bpy)3]2+, benzyl bromide is subject to two-electron 
reduction by [Ru(bpy)3]+ generated by reductive quenching of [Ru(bpy)3]2+* with 
BNAH (Figure 7.17, left). The authors noted there is some similarity between 
[Ru(bpy)3]+ reductant and sodium naphthalenide that can also, as a strong reduct-
ant, trigger reduction of benzyl halides to generate anionic species PhCH2

− (46) via 
two-electron transfer. [35a, b] In 1987, related photoassisted C-C coupling of benzyl 
halide substrates with Cu(dap)2

+ photocatalyst (dap = 2,9-bis(p-anisyl)-1,10-phena-
throline) was described by Kern and Sauvage. [35c] The authors suggested that the 
oxidative quenching pathway of photoexcited Cu(dap)2

+* with benzyl halide is oper-
ative. Radical coupling of the resulting benzyl radical, or alternatively, two-electron 
transfer pathway have been proposed as possible mechanistic scenarios. 
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Figure 7.13: Pschorr reaction via visible light photoredox catalysis with [Ru(bpy)3]2+. [30] 
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Figure 7.14: Direct photolysis of aryldiazonium salts 33 in the absence of a photoredox catalyst and 
the pathway leading to major acetanilide products 37 via aryl cations 38. [30] 

In 1990, Fukuzumi et al. reported reduction of phenacyl halides by dihydroacri-
dine derivative 48 photocatalyzed by [Ru(bpy)3]2+ (Figure 7.18). [36] Remarkable in-
fluence of perchloric acid on the mechanistic pathway was investigated. [37] In the 
absence of acid, the reaction was found to proceed via reductive quenching of 
[Ru(bpy)3]2+* by 48 generating [Ru(bpy)3]+ reductant. Conversely, in the presence of 
perchloric acid, oxidative quenching of [Ru(bpy)3]2+* by phenacyl halides is opera-
tive producing [Ru(bpy)3]3+ oxidant in situ. The two proposed mechanistic pathways 
are depicted in Figure 7.19. 

In 1991, Okada and Oda published a photocatalytic decarboxylative Michael ad-
dition of N-(acyloxy)phthalimides (Figure 7.20). [38] Reductive quenching of the 
photoexcited [Ru(bpy)3]2+* with electron-rich BNAH leads to strongly reducing 
[Ru(bpy)3]+ that transfers its electron to phthalimide moiety to generate species 52. 
This leads to decarboxylation and generation of the key alkyl radical intermediate 54 
and subsequent incorporation of Michael acceptors such as methyl vinyl ketone to 
give products 50 and 51. In a related work, the key alkyl radical intermediates 54 
generated, as depicted in Figure 7.20, can give rise to reduced species R-H when 
tBuSH reagent is used as a source of the hydrogen atom. [39] Alternatively the alkyl 
radicals 54 can be trapped with PhSeSePh to give phenyl selenides R-SePh. [40] 
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Figure 7.15: Photooxidation of carbinols to aldehydes via visible light photoredox catalysis with 
aryldiazonium salt as a sacrificial oxidant. [32, 33] 
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Figure 7.16: [Ru(bpy)3]2+-photosensitized reaction of 1-benzyl-1,4-dihydronicotinamide with benzyl 
bromide and nonphotosensitized process. [34] 
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Figure 7.17: Comparison of photoinduced electron-transfer pathways in reaction of benzylbromide 
and BNAH in the presence (left) and absence (right) of [Ru(bpy)3]2+ photocatalyst. [34] 
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Figure 7.18: [Ru(bpy)3]2+-photosensitized reduction of phenacyl bromide by a NADH analogue in the 
absence and presence of acid additive. [36] 

In 1994 Barton et al. reported additions of Se-phenyl p-tolueneselenosulfona-
te 55 to olefins promoted by [Ru(bpy)3]2+ and light (Figure 7.21). [41] Oxidative 
quenching pathway of excited [Ru(bpy)3]2+* with p-TolSO2SePh (55) as the oxidant 
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was proposed to initiate the radical chain reaction (Figure 7.21). Electron-rich olefins 
give products such as sulfone 57 in high yield. Interestingly, transformation 55→57 
also worked with Ru(CO)3Cl2 (86 % yield of 57) and [Ru(bpy)3]Cl2 catalysts. In this 
report, the authors predicted that [Ru(bpy)3]2+ in combination with light could be 
used as an initiator for various other radical reactions.  

In 1993, Ohkubo et al. devised a photoredox catalytic process for oxidative ho-
mocoupling of 2-naphthol leading to nonracemic (R)-(+)-1,1′-bi-2-naphthol (BINOL). 
[42, 43] Visible light irradiation of the substrate in the presence of enantiopure 
Δ-[Ru(menbpy)3]2+ 60 afforded nonracemic BINOL with 16 % ee (Figure 7.22). In this 
transformation, which features oxidative quenching pathway of the excited ruthe-
nium photocatalyst, [Co(acac)3] was used as a sacrificial oxidant. As the authors 
proposed, the enantioselectivity is presumably governed by the counterclockwise 
molecular helicity along the C3 axis of the ruthenium complex during the oxidation 
of the radical intermediate 61. Remarkably, the ruthenium photocatalytic system 
based on [Ru(menbpy)3]2+ is able to trigger a very efficient enantioselective photo-
catalytic reduction of [Co(acac)3] (Figure 7.23). [44] Δ enantiomer of the octahedral 
complex [Co(acac)3] reacts considerably faster as compared to the Λ enantiomer. 

This transformation proceeds via oxidative quenching of the enantiopure ru-
thenium photocatalyst with racemic [Co(acac)3], which occurs with a significantly 
different rate for the Δ and Λ enantiomer in the mixture of ethanol–water 9 : 1 
(kΔ/kΛ = 14.7). With the rate being larger for consumption of Δ-[Co(acac)3], the reac-
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Figure 7.19: Electron-transfer pathways in reduction of phenacyl halides by dihydroacridine derivati-
ve 48 photocatalyzed by [Ru(bpy)3]2+ with and without perchloric acid. [36] 
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tion mixture can be enriched in Λ-[Co(acac)3] enantiomer (up to 94 % ee at 30 % 
conversion). Notably strong dependence on the composition of the solvent system 
has been observed. When the content of ethanol in the solvent system has been 
decreased to 8:1 relative to water, the ratio of the individual enantiomer consump-
tion rates decreased considerably to kΔ/kΛ = 8.7. 

In a related work, the Ohkubo group described enantioselective photoredox 
synthesis of [Co(acac)3] from racemic [Co(acac)2(H2O)2] and acetylacetone using vari-
ous nonracemic ruthenium photocatalysts in ethanol–water solvent system in the 
presence of molecular oxygen. [45] The best catalyst was Δ-[Ru(menbpy)3]2+ with 
which they achieved 37 % ee in favor of Λ-[Co(acac)3] enantiomer. The authors pro-
posed a reaction pathway, where the excited state of the ruthenium catalyst is oxi-
datively quenched by the molecular oxygen to generate strongly oxidizing 
Δ-[Ru(menbpy)3]3+. This in turn triggers the enantioselective key step that involves 
nonequal rates of formation of the individual enantiomers of [Co(acac)3] favoring 
Λ-[Co(acac)3] enantiomer. Although the previous examples by Ohkubo are more 
from the realm of inorganic chemistry, they might be inspiring to organic chemists 
interested in enantioselective electron-transfer reactions. [46]  
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Figure 7.20: Decarboxylative Michael addition of N-(acyloxy)phthalimide 49 to electron-deficient 
olefin. [38] 
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Figure 7.21: [Ru(bpy)3]2+ photocatalyzed addition of Se-phenyl p-tolueneselenosulfonate to electron 
rich olefins. [41] 

In a seminal paper from 1999, the Kodadek group introduced [Ru(bpy)3]2+ photo-
catalyst as a new tool for chemical biology. Specifically, the oxidative quenching 
pathway of [Ru(bpy)3]2+* has been utilized to affect a very rapid and efficient protein 
cross-linking (Figure 7.24). [47a] Ammonium persulfate was used as an oxidative 
quencher to generate [Ru(bpy)3]3+ as a potent one-electron oxidant. It has been pro-
posed that this strongly oxidizing species, generated in situ using visible light exci-
tation, can oxidize tyrosine moieties in proteins. The resultant radical was suggest-
ed to cross-link two associated proteins by at least two mechanisms depicted in 
Figure 7.24. In case another tyrosine residue is in proximity, aryl-aryl bond for- 
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OHKUBO, 1993 & 1994
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Figure 7.22: Enantioselective oxidative homocoupling of 2-naphthol by photoredox catalysis with 
Δ-[Ru(menbpy)3]2+. [42, 43] 

mation can take place. Alternatively, a nucleophilic lysine or cysteine group can 
attack the phenol radical to afford a new heteroatom-arene bond. In both pathways, 
a hydrogen atom is lost to form stable products, and the sulfate radical produced 
during Ru(III) formation was proposed to play a key role in this step. Very high 
yields of cross-linked products were reported with irradiation times of less than 1 s. 
A later study on this photoinduced cross-linking of proteins revealed more details 
about the scope, limitations, and mechanistic aspects. [47b] This method was shown 
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to be useful for quantitative characterization of protein-protein and protein-peptide 
complexes. [48]  

Notably, the chemical principle of the Kodadek method of making dityrosine 
linkages is similar to that of the Ohkubo method for synthesis of BINOL from 
2-naphthol (cf. Figure 7.22 and 7.24). Both methods utilize the oxidative quenching 
cycle of Ru2+* complex leading to generation of reactive phenol radical from phenol-
ic substrate. 

In general, biological applications of photoredox complexes related to 
[Ru(bpy)3]2+ are in focus of truly fascinating research endeavors with a promising 
future. As the more extensive coverage of this territory is beyond the scope of this 
review, interested readers are referred to excellent reviews summarizing the status 
and challenges in the area. [49]  

7.4  Conclusion 

In 2008 and 2009, the seminal studies by MacMillan, Yoon, and Stephenson 
groups initiated the era of rapid developments in the field of visible light photo-
redox catalysis.  
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Figure 7.23: Enantioselective decomposition of [Co(acac)3] by photocatalysis with Δ-[Ru(menbpy)3]2+. 
[44] 
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In 2010, the essence and promise of research on photoredox catalysis with visi-
ble light has been nicely summarized by Yoon:  

“The versatility of [Ru(bpy)3]2+ arises from the ability to access either photooxi-
dative or photoreductive reactivity by choosing the appropriate oxidative or reduc-
tive quencher, respectively (see Figure 7.3). In both regimes, the photophysical 
properties of [Ru(bpy)3]2+ enable a variety of inexpensive, readily available sources 
of visible light to be utilized, including sunlight. In addition, there exists a vast 
wealth of electrochemical literature that describes synthetically useful organic 
transformations initiated by one-electron redox processes. It is expected that photo-
catalytic systems exploiting the reactivity of [Ru(bpy)3]2+ should also be able to effi-
ciently promote similar reactivity.” [50]  

It is clear that this newly defined research territory will have a profound impact 
on preparative organic chemistry in the future. This is documented by the fact that 
since 2011 the pace of research has markedly accelerated and many impressive con-
tributions to the field of photoredox catalysis have been published. These reports 
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Figure 7.24: Phototriggered protein cross-linking using photoredox manifold of [Ru(bpy)3]2+ in con-
junction with persulfate oxidative quencher. [47] 
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focus on the introduction of novel photoredox catalysts and creative use of known 
catalysts in novel reaction types. [51–94] Innovative techniques such as reactions in 
flow systems have been devised. [95–98] 

Before the fast acceleration in this fresh direction during the last four years, the 
limited number of scattered examples relevant to organic synthesis remained 
dormant in the literature. However, now, the early attempts published in the twenti-
eth century might serve as an inspiration for the field, which is on the rise. There-
fore, awareness of the pioneering efforts by the groups of Kellogg, Pac, Willner, 
Deronzier, Tanaka, Tomioka, Fukuzumi, Okada and Oda, Ohkubo, Barton, and Ko-
dadek may help to nurture the current formative era and conceptual expansion of 
this branch of photocatalysis.  

This work was supported by the Grant Agency of the Czech Republic (Grant No. 
P207/10/2391) and the Institute of Organic Chemistry and Biochemistry, Academy of 
Sciences of the Czech Republic, v.v.i. (RVO: 61388963).  

7.5  Abbreviations 

acac = acetylacetonato 
BINOL = 1,1′-bi-2-naphthol 
BNAH = 1-benzyl-1,4-dihydronicotinamide 
bpy = 2,2′-bipyridine 
dap = 2,9-bis(p-anisyl)-1,10-phenathroline 
EDTA = ethylenediaminetetraacetic acid 
menbpy = 4,4′-di(1R,2S,5R)-(−)-menthoxycarbonyl-2,2′-bipyridine  
MLCT = metal-to-ligand charge-transfer 
NADH = nicotinamide adenine dinucleotide 
SET = single-electron transfer 
TEOA = triethanolamine, tris(2-hydroxyethyl)amine 
TPP = meso-tetraphenylporphine 
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8  Homogeneous visible light-mediated transition 
metal photoredox catalysis other 
than ruthenium and iridium 

8.1  Introduction 

The ability to change the oxidation state is an essential property of transition metal 
complexes for their application in photoredox chemistry, and in particular in visible 
light-mediated redox photocatalysis. In classical photochemistry activation of reac-
tants is usually performed via direct irradiation with light of suitable wavelength 
that can be absorbed by the substrates. Since many organic reagents only absorb 
light in the UV region, its higher energy in comparison with visible light often re-
sults in the formation of byproducts and in a loss of selectivity. Shifting the irradia-
tion into the visible range might be possible by applying sensitizers or photore-
doxcatalysts, in the latter case invoking a mechanistic pathway that involves single-
electron transfer as key reaction steps. An effective photocatalyst should possess a 
high extinction coefficient, a long triplet lifetime (10−8–10−6 s) together with a high 
triplet yield, a suitable redox potential for a given reaction and photostability. [1] 
These requirements are met well in ruthenium and the iridium complexes, which 
have established themselves as the photoredoxcatalysts of choice over the last 
30 years. In contrast, the application of other d-metal complexes, and especially of 
those in the third row of the periodic table such as copper or iron being more abun-
dant is still very limited. [2] Here we would like to summarize the so far rare exam-
ples of visible light-mediated homogeneous redox photocatalysis with complexes 
based on transition metals excluding ruthenium and iridium. [1, 3, 4] We also do not 
discuss singlet oxygen generation in this chapter. 

8.2  Copper in visible light catalysis 

The potential of copper for photoredox catalysis was recognized already in 1980 
when Mitani et al. reported the copper(I) chloride-catalyzed atom transfer radical 
addition reaction (ATRA) of activated organochlorides and organobromides such as 
dichloromethane, chloroform or bromobenzene to various olefins. [5, 6] Due to the 
lack of visible light absorption of CuCl this reaction must be performed by using a 
low pressure mercury lamp emitting light at 254 nm (Figure 8.1). 

In a pioneering report, Sauvage et al. demonstrated in 1987 light-driven 
(λ = 350 nm) transformations of 4-nitrobenzyl bromide (2), mediated by Cu(dap)2Cl (1, 
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dap = 2,9-bis(para-anisyl)-1,10-phenenthroline) as photoredoxcatalyst (Figure 8.2). 
[7] By carrying out the transformation either under oxygen-free or oxygen-contain-
ing conditions, photodimerization to 1,2-bis(4-nitrophenyl)ethane (3) or oxidation to 
nitrobenzaldehyde (4) was observed (Figure 8.3).  

Assuming the initial step of both reactions to be a one-electron transfer from the 
catalyst to the organohalide, 1 shows strong analogies to the oxidative quenching 
cycles of related ruthenium and iridium complexes. 

R –X

X = CI, Br R' = H, R" = CN, COOEt

CuCI, DMSO
UV 254 nm

R' = R" = trans COOEt
R' = Me, R" = COOEt
R' = Ph, R" = H

R' R'
R

X

15-95 %

R"R"+

 

Figure 8.1: UV light-driven ATRA reaction. 
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Figure 8.2: Structure of [Cu(dap)2Cl] (1). 

O2N

Br Cu(dap)2Cl

with O2

no O2

O2N

O2N

NO2

47 %

95 %

O

NEt3, MeCN,
150 W lamp

2

3

4  

Figure 8.3: First visible light-driven Cu-catalyzed reactions. 
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Furthermore the physical properties of Cu(dap)2Cl are reasonably close to ru-
thenium- and iridium-based photoredox catalysts: The lifetime of Cu(dap)2Cl 
(270 ns) is significantly shorter than Ir[dF(CF3)ppy2(dtbbpy)]PF6 (2.3μs) [8] and 
Ru(bpy)3Cl2 (890 ns), but the reduction potential of excited Cu(dap)2Cl is even 
slightly stronger (−1.43 V) than both excited Ru(bpy)3

+ (−1.33 V) and excited 
Ir[dF(CF3)ppy2(dtbbpy)]PF6 (−1.21 V), making it attractive for photoredox-initiated 
reductive processes. 

In 2012, Reiser et al. were able to demonstrate the utility of Cu(dap)2Cl for ATRA 
(Figure 8.4, 8.5) and allylation reactions (Figure 8.6). [9] Employing 0.3–1 mol% of 
Cu(dap)2Cl organobromides 5 such as tetrabromomethane, diethylbromomalonate 
or α-bromoacetophenone as well as perfluorinated organoiodides like n-(per-
fluoroiodo)butane could be successfully coupled with various olefins 6 upon irradi-
ation at 530 nm to give addition products 7. 

It is proposed that initially exited Cu(dap)2Cl transfers an electron onto the or-
ganohalide 5, which results in the formation of a carbon-centered radical 8 and a 
halide ion (Figure 8.5). The radical 8 next adds under thermodynamic and steric 
control to the olefin 6, followed by the oxidation of the radical 9 to the cation 10, 
thus regenerating the catalyst. This cation 10 is then trapped by the initially formed 
halide ion to give the final product 7. 

Moreover, Cu(dap)2Cl could efficiently catalyze the visible light-mediated allyla-
tion of activated α-halo and α,α-dihalo carbonyl  compounds using allyltributyltin. 
[9] Using 1 mol% of Cu(dap)2Cl catalyst loading (Figure 8.6), the allylation of differ- 
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Figure 8.4: General scheme for Cu(dap)2Cl catalyzed ATRA reaction and selected products. 
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Figure 8.5: Suggested mechanism of the ATRA reaction. 
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ent α-halocarbonyl compounds and diallylation of α,α-dibromo or α,α-dichloro 
ketones was achieved at room temperature. 

Allylation with environmentally more benign allyltrimethylsilane (16) was also 
possible, however, thus far only when CBr4 (15) was used as halogen compound 
(Figure 8.7). 

Again it seems plausible that Cu(dap)2Cl acts as an electron shuttle between the 
organohalide and the allylmetal reagents as exemplified between the reaction of 
α-bromoacetophenon and allyltributyltin (Figure 8.8). 

8.3  Rhenium and platinum in visible light catalysis 

Rhenium, the heaviest d7 element, has been employed in a variety of photochem-
ical reactions using UV light. [10] Generally, octahedral complexes such as 18–20 
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Figure 8.7: Cu(dap)2Cl photoredox catalyzed allylation with 16. 
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Figure 8.8: Suggested mechanism of the allylation. 
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(Figure 8.9) with chelating nitrogen ligands, e. g. bipyridine (bpy) or phenanthro-
line (phen), and carbon monoxide have been investigated. Such complexes have 
been used for the reduction of carbon dioxide to carbon monoxide under UV 
irradiation. [11] 

Lehn et al. disclosed that CO2 can be reduced under visible light irradiation by 
Re(bpy)(CO)3Cl (18) to CO in the presence of Et4NCl and a mixture of DMF:TEA (5:1) 
as solvent. [12] In a more recent example, Rieger et al. employed complex 19 for the 
same purpose. [13] 

Wu et al. demonstrated the oxidation of dihydropyrimidones (DHPM, 21) to py-
rimidones 22 (Figure 8.10). [14] Re(bpy)(CO)3Br (20, 15 mol%) proved to be a suitable 
photoredox catalyst when irradiated at wavelengths λ > 400 nm to yield 22 in good 
to excellent yields. In the key step of the reaction it is assumed that an electron me-
diated by the excited rhenium complex is transferred from DHPM 21 to the solvent 
CCl4, forming a trichloromethyl radical and chloride. After subsequent deprotona-
tion, the CCl3∙ radical abstracts a hydrogen atom to form product 22.  

A conceptually interesting approach aiming at the utilization of solar energy for 
hydrogen production was reported by the same group. Platinum(II) terpyridyl acety-
lide complexes such as 25 excited by visible light (λ > 450 nm) were shown to oxidize 
dihydrohetarenes such as Hantzsch esters 23 [15] (Figure 8.11) or 2,5-dihydropyrroles 
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Figure 8.9: Rhenium based visible light photocatalysts (R = H, Me; X = Br, Cl, NCS).  
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Figure 8.10: Photooxidation of dihydropyrimidinones (21) to pyrimidinones (22) (R1 = H, Me, R2 = H, 
Me, OMe, Cl, Br). 
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[16] via two successive hydrogen atom abstractions almost quantitatively yielding 
molecular hydrogen. The catalyst shows a high turnover number (> 1000) and recy-
clability (up to 5 times) without loss in activity. [16] 

8.4  Iron in visible light catalysis 

8.4.1  Photocatalytic oxidation of hydrocarbons 

Visible light irradiation (λ > 425 nm) of pyridine solutions containing the so-called 
Pacman catalyst 26 allows the oxidation of organic substrates, e. g. fluorene (29), 
diphenylmethane (31) toluene (33) or cumol (35) (Figure 8.12). The thermally inert 
Fe-O bonds of diiron(III)-μ-oxobisporphyrin 26 is cleaved by a photon to generate 27 
containing a PFeII and a ferryl PFeIV = O unit (P = porphyrin), the latter being crucial 
for the subsequent oxygenation of the hydrocarbon. In this course, the ferryl 
PFeIV = O pair will be reduced to iron(II) porphyrin 28 (Figure 8.12), from which the 
(DPDF)Fe2O complex 26 is regenerated in the presence of O2 and re-enters into the 
photocatalytic cycle. [17, 18, 19, 20] 

8.4.2  Photocatalytic oxidative decarboxylation 

MacFaul et al. and Taylor et al. have shown that solutions of carboxylic acids such 
as 38 and iron(III)porphyrin 40 (Figure 8.13) can be photolyzed with visible light 
(λ > 390 nm) to initiate decarboxylation. Iron(II)porphyrin and a carboxyl radical is 
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Figure 8.11: Pt(II) complex 25 catalyzed Hantzsch esters oxidation and hydrogen production. 
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generated followed by oxidative decarboxylation, giving rise to 39, whereas the 
iron(II)porphyrin rapidly oxidizes back to the iron(III) species 40 in the presence of 
dioxygen. [21, 22] 

8.4.3  Oxidative degradation 

Oxidative degradation procedures for organic compounds in aqueous media are of 
crucial importance for chemical waste water treatments. If catalytic or photochem-
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ical methods are applied, they are referred to as advanced oxidation processes. [23] 
These processes usually rely on the formation of hydroxyl radicals and the subse-
quent reaction of the organic substrate with such highly oxidizing species in order 
to achieve full mineralization. The (photo-)Fenton reaction uses iron salts and 
hydrogen peroxide to degrade a large variety of organic compounds, albeit the 
large amount of ferrous salts, a strong pH dependency and the over-stoichiometric 
employment of hydrogen peroxide limits the potential applications. [25] To lower 
the loading of ferrous salts, alter the light absorption characteristics of iron salts, 
and broaden the feasible pH range, while at the same time maintaining catalytic 
activity in water, organic ligands mainly based on porphyrin derivatives were 
mainly employed. Also Iron(III) tetrasulfophthalocyanine ([FeIII(PcS)], 41) was 
successfully used in the photodegradation of Rhodamine B under visible light 
illumination (Figure 8.14). [24]  

Further improvement is necessary with respect to the consumption of hydrogen 
peroxide in these processes. H2O2 is considered an environmental friendly oxidant 
since its sole byproduct is water, nevertheless an even more environmentally benign 
oxidant is O2. Zhao and coworkers demonstrated the use of iron(II) 4,4′-dicarb-
oxy-2,2′-bipyridine ([FeIII(dcbpy)3]) as a catalyst that can activate considerable 
amounts of molecular oxygen to completely mineralize organic molecules under 
visible light illumination. With 2,4-dichlorophenol (42) as substrate more than 90 % 
degradation was achieved after an irradiation time of 8 hours using O2 as the main 
oxidant (Figure 8.15). The mechanism for the molecular oxygen activation remains 
to be determined. [25]  
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8.4.4  Isomerization 

It has been shown that iron carbonyl complexes Fe(PF3)x(CO)5–x (x = 0 … 4) can cata-
lyze the isomerization of alkenes under visible light photocatalysis. [26, 27] 
1-Penten (43) can be completely isomerized to the thermodynamical equilibrium 
composition of trans-2-penten (44), cis-2-penten (45), and 1-penten (43) (79:18:2) 
under mild conditions upon irradiation with light at wavelengths between 400 
and 450 nm (Figure 8.16). The quantum yields reaches values close to 500, therefore 
the catalytically active species is generated through the irradiation with visible light 
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and the isomerization reaction itself must be thermal in nature. The catalytic inter-
mediate is proposed to be a carbonyl-bridged diiron species. 

8.5  Conclusion 

Although the most broadly applied transition metal complexes for photoredox reac-
tions are still based on ruthenium and iridium, a number of applications demon-
strate the utility of rhenium and platinum and especially of iron and copper, being 
attractive with respect to abundance and low toxicity, as visible light photore-
doxcatalysts as well. 
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9  Synergistic Visible Light Photoredox Catalysis 

9.1  Introduction 

With respect to efficient and sustainable methods catalytic processes nowadays 
constitute a key technology to access the majority of synthetically derived chemicals 
on an industrial scale. [1] Apart from heterogeneous approaches, homogenous ca-
talysis has become well established not only for the synthesis of fine chemicals. In 
the context of traditional catalysis the lowering of the energetic barrier for a trans-
formation of interest relies on the activation of a single substrate with a specific 
catalyst and the subsequent reaction with an unactivated second substrate. This 
strategy has already given rise to a countless number of new chemical reactions. 
However, this approach is limited to the interaction with “reactive” substrates, 
which do not require any additional activation. Therefore, several strategies have 
been developed to overcome this challenging limitation either by multistep process-
es like domino [2], tandem [3] or cascade [4] reactions or by applying single-step 
procedures based on multiple activation of two or more substrates. Multiple activa-
tion approaches generally rely on a narrowing of the substrates’ HOMO–LUMO gap 
(E) by lowering the LUMO (lowest unoccupied molecular orbital) of the electro-
phile and simultaneously raising the nucleophile’s HOMO (highest occupied molec-
ular orbital) (Figure 9.1).  

Multiple catalysis can be conducted in various modes and hence a differentia-
tion into the following three distinct classes, depending on the nature of the cata-
lyst(s) and their interplay in product formation, might be useful: cooperative cataly-
sis, synergistic catalysis or reactions with multifunctional catalysts (Figure 9.2). [6] 
Cooperative catalysis and multifunctional catalysts involve a single catalytic cycle in 
which all catalytic sites, whether they are combined on a single catalyst or not, 

LUMO

HOMO

monocatalytic
activation of A

double activation
of A and B

A

B B

A*

A

B

A*

B*E
E

 

Figure 9.1: Comparison of catalytic activation modes (adapted from Ref. [5]).
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enable product formation in a cooperative manner. Unlike, in synergistic (also 
termed: dual) catalysis both electrophile and nucleophile are activated simultane-
ously by two distinct catalysts in different but directly coupled catalytic cycles. [5] 
Here, one major challenge is the substoichiometric formation of two catalytic inter-
mediates that will possess a sufficient lifetime for converging and bond formation 
along a desired pathway preferential to possible side reactions. Moreover, appropri-
ate catalysts should not suffer from self-quenching, but should offer substrate selec-
tivity and ideally regio- and stereocontrol during the reaction.  

Visible light photoredox catalysis has experienced a renaissance in 2008 stimu-
lated by the pioneering work of MacMillan [7] and has quickly turned into a vibrant 
area of research. [8]  

In general terms, an excited photoredox catalyst can either be quenched re-
ductively or by oxidation via single-electron transfer (SET) in the presence of a 
(sacrificial) substrate. The resulting intermediate catalyst species typically pos-
sesses high oxidative or reductive power depending on the nature of the prior 
quenching process and is – ideally – capable of performing a further SET to a dif-
ferent substrate or will undergo regeneration with a sacrificial electron acceptor or 
donor, respectively (Figure 9.3). Upon stepwise oxidation and reduction the photo-
catalyst mediates electron transfer reactions between the substrates and (if need-
ed, i. e. not all electron transfers are “productive”) sacrificial agents within a pho-
toredox catalytic cycle. [9]  

Up to now the total number of synergistic catalytic reactions merging visible 
light photoredox activation with other catalytic activation modes is rather small, but 
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Figure 9.2: Multicatalytic activation modes. 
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this novel mechanistic approach has already proven to be highly powerful for the 
development of new chemical transformations. The following chapter will provide a 
short overview of selected, recent examples organized according to the type of in-
volved photocatalytic-derived intermediates. 

9.2  Stabilized iminium ions 

Being easily oxidized and rather inexpensive, tertiary amines are widely used, at-
tractive substrates in photoredox chemistry. Metal-mediated oxidative CH-functio-
nalization [10] and sequential transformations, such as the Cu-catalyzed oxidation 
of tertiary amines to the corresponding iminium intermediates and their subsequent 
C-C [11] or C-P [12] coupling reactions, etc. are well established, but generally require 
the use of stoichiometric amounts of oxidants or an oxygen atmosphere. Building on 
these seminal results Stephenson et al. were able to develop photocatalytic condi-
tions for the iminium generation and to transfer them to a first photooxidative 
aza-Henry reaction without the need of additional terminal oxidants. [13] Here an 
excited photocatalyst is reductively quenched by an N-aryl-1,2,3,4-tetrahydroiso-
quinoline (THIQ) derivative 1 resulting in the formation of the amine’s correspond-
ing radical cation 2 and the reduced photocatalyst species that is capable of reduc-
ing present atmospheric oxygen (and/or nitro derivatives) returning to its ground 
state. The hereby formed superoxide radical can subsequently oxidize and deproto-
nate the amino radical cation 2 to the highly electrophilic iminium ion 3 [14] which 
then can be trapped by nitroalkanes affording the C-C-coupled products 4 in very 
good yields of isolated products. 

This proposed mechanism of the photooxidative aza-Henry reaction (see Fig-
ure 9.4) could later be partly confirmed by EPR detection of the intermediary super-
oxide radical by Wu and coworkers in the context of an eosin-catalyzed reaction. [15] 
Several variations of this reaction have been developed in the last few years. Besides 

e- acceptor

e- acceptor •-

oxidative
quenching

reductive
quenching

e- acceptor •-
e- acceptore- donor

excited
photoCat *

photoCat ∙+ photoCat photoCat•-

e- donor

e- donor ∙+

e- donor •+

hν

 

Figure 9.3: Quenching modes in photoredox catalysis. 
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the use of diverse (pro-)nucleophiles such as cyanide, [16] TMS-trifluoromethane, 
[16b] dialkyl malonates, [15–16] phosphonates [16a, 17] or alcohols and amines [18] 
photocatalytically generated iminium ions have also served as precursors for 
1,3-dipoles and their subsequent cycloaddition reactions [19]; moreover the applica-
tion of different photocatalysts, such as organic dyes, [15–16, 20] organic [21] and in-
organic semiconductors [22] or MOFs [23] has been reported. Apart from these reac-
tions, which often require excess nucleophiles, synergistic approaches implement-
ing catalytically generated nucleophiles have also attracted increasing attention. 

9.2.1  Secondary amine-catalyzed Mannich reactions 

Rueping et al. initially showed the productive combination of the photooxidative 
generation of THIQ-derived iminium ions with organocatalytic enamine catalysis. 
[24] In this Mannich-type reaction (see Figure 9.5) the authors could only obtain 
good yields if the iminium ion had access to a sufficient concentration of the nucle-
ophile to avoid undesired side reactions that would lower the product yield. The 
authors tested a number of light sources of different intensity and wavelength in 
order to find the best matching combination and could show that here rather mod-
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estly intense light from a 5 W fluorescent bulb is superior to, for instance, high pow-
er LEDs which are often favored in visible light photoredox catalysis. The low light 
intensity and hence potentially a slower turn over within the photocatalytic cycle 
assures a low iminium ion concentration compared to intermediary enamine allow-
ing for pseudo first-order reaction conditions. 

Although the authors used L-proline as a chiral organocatalyst they did not ob-
serve any significant enantioselectivity. This is in good accordance with earlier re-
sults of Klussmann et al. who noted slow racemization of the products 8 under their 
vanadium promoted oxidative conditions and who neither could achieve any useful 
enantioselectivity. [25] Similarly, other groups who transferred this synergistic Man-
nich approach to organic dye [20] or inorganic semiconductor photocatalysis 
[22a, 22c] could only detect virtually racemic products or only very little enantioen-
richment (Table 9.1).  

In contrast to the original Rueping protocol in the latter transformations higher 
light intensity proved to be beneficial as both systems are – by nature – less perme-
able for light either due to the very high molar extinction coefficients of the organic 
dyes or the reaction mixture’s heterogeneity and the resulting light scattering in the 
case of solid semiconductors.  

The scope of this transformation [20, 22, 24] is limited to simple ketones includ-
ing cycloalkanones where unsymmetric ketones tend to regioselectively form the  
C–C bond from the less hindered (kinetic) enamine. Reactions proceed very success-
fully if the ketone is used as a solvent, but also can be conducted in acetonitrile in 
the presence of 10 equivalents of the respective ketone. 

Table 9.1: Enantioselectivity of different secondary amine organocatalysts 6 in oxidative Mannich 
reactions. (a) VO(acac)2 was used as catalyst with tBuOOH as terminal oxidant instead of photooxi-
dative conditions. 
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Entry Organocatalyst Aryl Ketone ee [%] Photocat Ref. 
1 6a Ph (1a) Acetone (5a) 8 [Ru(bpy)3](PF6)2 [24] 
2 6a p-(MeO)Ph (1b) Acetone (5a) 7 Rose Bengal [20] 
3 6b p-(MeO)Ph (1b) Acetone (5a) 15 Rose Bengal [20] 
4a 6a Ph (1a) Acetone (5a) 7 — [25] 
5a 6c Ph (1a) Acetone (5a) 17 — [25] 
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9.2.2  Coinage metal-catalyzed alkynylation reactions 

To further extend the concept of synergistic catalysis combining photocatalytically 
generated iminium ions with other activation modes the Rueping group recently 
showed the first successful merger of photooxidative amine activation with transi-
tion metal-catalyzed alkynylations (Figure 9.6). [26]  

Again, an elaborate balance had to be found to obtain sufficient yields of the 
desired coupling product 12 and to avoid detrimental side reactions. As both the 
nucleophilic intermediate 11 and the transition metal catalyst 9 are sensitive to re-
ductive and/or oxidative conditions the appropriate tuning of the photocatalytic 
cycle proved to be essential.  

Slowing down photocatalysis by the application of less intense light sources 
turned out to be beneficial for clean conversion (Table 9.2, entries 3+4) as described 
above (Section 9.1.2.1). Having established best conditions, the authors were able to 
show the scope of this reaction with a variety of terminal aryl and alkyl alkynes. 

A large series of tested alkynes and THIQ derivatives afforded the cross-
dehydrogenative coupling (CDC) products in moderate to very good yields, except 
for p-(t-butyl)phenyl alkyne 10b. Here, only variation of the metal catalyst to a silver 
salt allowed the alkyne 10b to be coupled to THIQ 1a (see Figure 9.7), illustrating the 
modular character of this synergistic catalysis in which each catalytic cycle can be 
adapted to the substrates’ demands. 

A related, sequential multicatalytic alkynylation approach was reported by the 
Stephenson group [27] (see also Figure 9.8). In a first step a (bench stable) iminium 
bromide salt is generated using bromotrichloromethane as terminal oxidant and 
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Figure 9.6: Photooxidative copper-catalyzed alkynylation.
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counter anion source (Br−). After complete conversion of the THIQ 1a to the corre-
sponding iminium salt 3a excess base, copper(I) bromide and excess terminal al-
kyne are added to provide the product in moderate to good yields in a subsequent 
“dark reaction.”  

Table 9.2: Survey of best reaction conditions (CSA: camphor sulfonic acid; OBz: benzoate; O2CCF3: 
trifluoroacetate). 

N
N

Ph
Ph

Ph

Ph

1a 10a 12a

1 mol% photocatalyst,
10 mol% metal salt

DCM

5 equiv

+

 

Entry Photocatalyst Light source Metal salt Time [h] Yield [%] 
1 7a Blue LEDs AgO2CCF3 24 –
2 7a Blue LEDs AgOBz 24 –
3 7a Blue LEDs AgOBz + CSA 72 32
4 7a 5 W lamp AgOBz + CSA 24 50
5 7b 5 W lamp AgOBz + CSA 16 74
6 7b 5 W lamp Cu(OTf)2 16 63
7 7b 5 W lamp (MeCN)4CuPF6 16 88

N — Ph
+

1 mol% photocat.  7b
10 mol% metal salt

DCM

(MeCN)4CuPF6
AgO2CCF3

decomposition
77%

p(tBu)Ph
1a 10b

5 equiv
12b

N — Ph

 

Figure 9.7: Limitation of scope and change of metal catalyst to adjust the dual catalytic cycles.  
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BrCCl3 (3 equiv)

53 - 89%

NEt3 (3 equiv),
CuBr (15 mol%)
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Figure 9.8: Sequential multicatalytic alkynylation.
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9.2.3  NHC-catalyzed acylations 

The concept of “umpolung” [28] (i. e. polarity reversal) allows for various nontradi-
tional C-X and C-C bond formations. In this context the use of aldehydes as so-called 
“acylanion equivalents” for common C-C coupling reactions (e. g. benzoin or Stetter-
type reactions, [29] etc.) is well established. For catalytic umpolung transformations 
N-heterocyclic carbenes (NHCs) are most frequently applied as catalysts to generate 
the Breslow intermediate (enaminol), which then serves as a nucleophile. [30] Apart 
from a number of NHC domino transformations [31] as well as cooperative combina-
tions with Lewis acid [32] or with enamine and iminium catalysis [33], a first suc-
cessful fusion of photocatalytic iminium ion generation with NHC-catalyzed um-
polung resulting in an acylation of THIQs has been published very recently by the 
Rovis group. [34] 

Unlike all aforementioned iminium ion generating methods using [Ru(bpy)3]2+ as 
photocatalyst, the Rovis group suggested an oxidatively quenched photoredox cycle 
mediated by meta-dinitrobenzene (m-DNB, 13) as oxidizing agent, which either can 
be recycled by atmospheric oxygen or act as terminal oxidant under anaerobic condi-
tions (Figure 9.9). The resulting Ru(III) species is a very strong oxidant (E1/2 = 1.29 V 
vs. SCE) capable of iminium ion formation from THIQ 1a, which can then be attacked 
by Breslow intermediate 16 generated in situ from the chiral NHC catalyst 14 and the 
aldehyde 15. Having established the best catalyst and best conditions the authors 
could apply this transformation for the synthesis of a variety of enantio-enriched 
acylation products from THIQs and different aldehydes (Figure 9.10).  
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Figure 9.9: Mechanistic proposal for α-acylation of THIQs (m-DNB: m-dinitrobenzene). 
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9.3  Electrophilic carbon-centered radicals 

A few seminal examples from the 1980s have demonstrated the possibility of using 
visible light photoredox chemistry to cleave activated carbon-halogen bonds [35] as 
well as related pseudo halogen-type bonds such as carbon-diazo bonds. [36] If these 
are adjacent to either carbonyl groups or aromatic systems, which are capable of 
accepting one electron from any common photocatalyst, cleavage can occur. The 
resulting, carbon centered radicals are trapped either by hydride donors or in intra-
molecular cyclization reactions. For at least two decades this approach was left 
unexploited; only a key publication of MacMillan and coworkers [7] inspired a num-
ber of different groups to enter the field of visible light photoredox catalysis. At least 
in the beginning their work mainly focused on follow-up chemistry of α-carbonyl 
halide-derived electrophilic radicals for C-C bond formations in intra- and intermo-
lecular reactions. [8–9, 9c–e] 

9.3.1  Secondary amine-catalyzed α-alkylation of aldehydes 

Catalytic asymmetric functionalization of the α-position of aldehydes by alkylation 
has been a very challenging task for a long time, especially in the context of organo-
catalysis. [37] In 2007 the MacMillan group was able to present a first asymmetric 
α-allylation of aldehydes, introducing the concept of single occupied molecular 
orbital (SOMO) catalysis. [38] In this approach the intermediary enamines are oxi-
dized by a stoichiometric amount of oxidant (e. g. cer ammonium nitrate (CAN)) to 
an electrophilic amine radical cation, which can be trapped by nucleophilic SOMO-
philes, such as allylsilanes. The radical intermediates are in turn further oxidized to 
yield a stabilized carbocation, which then can undergo follow-up chemistry to af-
ford the corresponding products. Later, the same group transferred this strategy to 
visible light photoredox catalysis. However, unlike to oxidative SOMO catalysis, as 
referred to above, in this synergistic photoredox catalysis the reactivities of the cor-
responding intermediates are switched (no formal “umpolung” of the nucleophilic 
enamine by oxidation as described for the SOMO catalysis). 
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Figure 9.10: Synergistic NHC-catalyzed asymmetric α-acylation of THIQs. 
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In this secondary amine catalysis (see Figure 9.11) the intermediary enamine 21 
is attacked by the electrophilic radical 26 stemming from a photoreductive cleavage 
of the activated bromoalkyl derivative 25 (vide supra). The newly formed C-C bond 
results in α-aminoradical 22, which is then oxidized by the (excited) photocatalyst to 
an iminum ion 23 that readily releases the alkylated product 24 upon regeneration 
of the imidazolidinone catalyst 19. As this synergistic catalysis does not require any 
additional auxiliary for electron shuffling or a sacrificial agent this approach was 
highly innovative at that stage. 

With this powerful concept in hands the MacMillan group expanded the scope 
of electrophiles from the alkylations with α-carbonyl alkyl halogenides to trifluoro-
methylations [39] and benzylations [40] of a broad range of (enolizable) aldehydes 
(Table 9.3).   

It should be mentioned that in the case of the α-benzylation reactions a “re-
versed” photocycle based on fac-Ir(ppy)3 as catalyst is proposed. This Ir complex, 
which is typically used as a green triplet emitter in OLED applications [41] possesses a 
high reduction potential (E1/2 Ir3+* = −1.73 V vs. SCE in CH3CN) in its excited state. [42]  
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Figure 9.11: Asymmetric photoredox α-alkylation of aldehydes with bromodiethylmalonate. 
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Table 9.3: Representative examples for synergistic, asymmetric photoredox catalytic α-functionali-
zations of aldehydes (Conditions A: 19a×HOTf, [Ru(bpy)3]Cl2, DMF, RT; B: 19a×TFA, Ir(dtbbpy)(ppy)2PF6, 
DMF, −20 °C; C: 19b×HOTf, fac-Ir(ppy)3, DMSO, RT; ppy: phenypyridine; HOTf: triflic acid; TFA: tri-
fluoroacetic acid). 
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Hence, in contrast to the prior described mechanism, here via oxidative quenching 
the excited photocatalyst generates the carbon-centered radical which sub-
sequently is attacked by the enamine. The oxidized photocatalyst is reduced to 
regenerate the fac-Ir(ppy)3 by the intermediary α-amine radical 22 closing the pho-
toredox cycle.  

Besides transition metal-based photocatalysts, which might prove problematic 
in their future availability and due to possible metal traces within the products, 
simple, inexpensive organic dyes can also be used in photoredox catalysis as 
demonstrated by Zeitler et al. [43] Through the development of a fast screening reac-
tion the group was able to identify the xanthene dye family as most promising can-
didates with eosin Y being the most potent. Besides photoredox reactions with 
(pro)nucleophiles they could also show the first example of an enantioselective, 
metal-free, synergistic photoredox catalysis (Figure 9.12) based on the asymmetric 
α-alkylation reactions described above. 

In a subsequent study the same group has demonstrated the beneficial effects of 
combining visible light photoredox chemistry with microflow conditions. [44] Zeitler 
and coworkers were able to show a drastic rate acceleration in reactions with excess 
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Figure 9.12: Metal-free asymmetric α-alkylations using eosin Y as photocatalyst.
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nucleophiles in aza-Henry reactions (cf. Section 9.1.2) if performed in a commercial-
ly available microstructured flow reactor (100 μl internal volume). 

Furthermore, it was shown that the productivity (mmol/h) of the synergistic 
photoredox α-alkylations can be increased by at least two orders of magnitude if 
conducted in a simple, self-made FEP (fluorinated ethylene propylene copolymer) 
tubing reactor Remarkably, similar conditions as in the batch approach could be 
used without observing a significant loss in enantioselectivity [44] (Table 9.4). 

9.3.2  Palladium-catalyzed C-H arylation  

Transition metal-catalyzed C-H activation including arylations is of major interest in 
current organic synthesis. But besides recent advancements in functional group 
tolerance and substrate scope typical protocols still require elevated temperatures 
(> 80°C). [45] Finding room temperature protocols for C-H arylations is hence very 
desirable. Recently, the Sanford group reported on a combination of palladium-
catalyzed C-H activation (see Figure 9.13) and photoreductive phenyl radical genera-
tion resulting in formation of biaryl products. [46] The successful merger of the two 
known concepts (visible light photoredox catalytic access to phenyl radicals from 
diazonium salts [36] and ligand-directed C-H arylation [47]) by Sandford et al. now 
offers an easy-to-perform room temperature protocol.  

Oxidative addition of a photogenerated phenyl radical 30 to palladacycle 32 can 
form a palladium(III) complex 33, which is further oxidized to a palladium(IV) spe-
cies 34 capable of reductive elimination to afford the desired arylated product 35 
(Figure 9.14). 

Using their previously developed best conditions a number of different directing 
groups were examined to further extend the scope of this transformation (see Fig-

Table 9.4: Comparison of the performance of different reactors.

O

O
ˣ O

20 mol%
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hν = 530 nm (LED)
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N
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+Hex

HexCO2Et

CO2EtEtO2C
CO2Et

2 equiv
 

Entry Reactor type Yield [%] ee [%] Productivity 
[mmol/h]

Relative factor 

1 Batch 85 88 0.018 1
2 Microreactor 86 87 0.037 2
3 Tube reactor 92 82 1.92 107
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ure 9.15). In addition to the original 2-pyridyl substrates also amides 36, pyra-
zoles 37, pyrimidines 38 and oxime ethers 39 could be employed to provide the 
corresponding arylation products in moderate to good yields. 

 

N [Ph-N2]BF4 MeOH
25°C

10 mol% Pd(OAc)2
2.5 mol% Ru(bpy)3Cl2 x 6H2O

26 W lightbulb

4 equiv

R1 R1

R2
N

Ph

8 examples 47-76% yield

R2

 

Figure 9.13: Palladium-catalyzed arylation of phenylpyridine derivatives. 
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Figure 9.14: Mechanistic proposal for the combination of Pd-catalyzed C-H arylation and photoca-
talysis. 
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9.3.3  Copper-catalyzed trifluoromethylation of aryl boronic acids 

Fluorinated organic compounds are of considerable interest in the field of agro-
chemicals and especially pharmaceuticals. Finding new protocols for the introduc-
tion of fluorine and especially trifluoromethyl groups is hence a highly desirable 
goal in organic synthesis. Several protocols for direct trifluoromethylation of aryl 
compounds by Pd- and Cu-catalysis have been developed, but up to now they 
often suffer from several limitations such as expensive trifluoromethyl sources, or 
the need of elevated temperatures and strong acids or bases. An approach for the 
Cu-catalyzed cross-coupling of inexpensive CF3I with commercially available aryl 
boronic acids at 60 °C was recently reported by Sanford et al. [48] (see also Fig-
ure 9.16). 

The authors suppose a copper(III) species 42 as the key intermediate of this 
synergistic catalysis, which after reductive elimination forms the product 41 and 
regenerates the catalytic copper(I) species (Figure 9.17). It remains unclear whether 
the oxidative addition of trifluoromethyl radical to copper or the transmetalation of 
boron to copper resulting in intermediate 42 occurs first in the formation of inter-
mediate 42. 

To investigate the full scope of this transformation several aryl boronic acids 
were tested examining electronic effects of substituents and functional group toler-
ance (see Figure 9.18).  
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Figure 9.15: Extended substrate scope of C-H arylation reactions. 
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Figure 9.16: Cu-catalyzed cross-coupling of aryl boronic acids and iodotrifluoromethane merged 
with photocatalysis. 
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Figure 9.17: Mechanistic proposal for Cu-catalyzed trifluoromethylation. 
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Figure 9.18: Representative examples for trifluoromethylations and perfluoroalkylations. 
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9.4  Conclusion 

Although synergistic catalysis combining visible light photoredox catalysis with 
other catalytic activation modes may be perceived as considerably challenging the 
examples presented here should illustrate the benefits of this novel approach. The 
powerful strategy will certainly continue to grow allowing for new transformations 
not accessible by single catalyst methods so far. 
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10  Photoredox catalyzed α-functionalization of 
amines – Visible light mediated carbon-carbon 
and carbon-hetero bond forming reactions 

10.1  Introduction 

The direct functionalization of unreactive C–H bonds is one of the major challenges 
for synthetic organic chemists. It allows the sustainable formation of new carbon-
carbon or carbon-heteroatom bonds without prefunctionalization of substrates and, 
thus, without the generation of undesirable amounts of waste. 

In particular, cross-dehydrogenative coupling (CDC) allows an operationally 
simple and environmentally benign approach to the direct functionalization of C–H 
bonds in the presence of an oxidant, ideally molecular oxygen, with water being the 
sole by-product. [1] 

Typically, various transition metal salts are applied to CDC reactions, in which a 
C–H bond, adjacent to a tertiary nitrogen atom, can be functionalized through oxi-
dation by the transition metal catalyst to an intermediate iminium ion, which is then 
intercepted by various C–H nucleophiles under the formation of a new C–C bond 
(Figure 10.1). 

Cross-dehydrogenative coupling, [1] pioneered by C. J. Li using copper catalysis 
in the early 2000s, [2] is an ideal blueprint for photoredox catalysis, [3] as photore-
dox catalysts allow the oxidation of tertiary amines to the corresponding iminium 
ions, [4, 5] which are the crucial intermediates in CDC reactions. Stephenson and co-
workers demonstrated the applicability of CDC in photoredox catalysis in 2010 in 
their publication on the visible light mediated aza-Henry reaction. [6] 

So far, different homogeneous and heterogeneous photoredox catalysts have 
been identified to be applicable to visible light mediated CDC reactions. The most 
commonly used are Ru(II) poly-bipyridyl and Ir(III) poly-pyridiyl complexes [7] 
(Figure 10.2) which were shown to be highly efficient catalysts for the oxidative func-
tionalization of C–H bonds adjacent to nitrogen atoms. The substitution pattern of 
the bipyridiyl and aryl-pyridyl ligands has shown to be of critical importance for this 
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Figure 10.1: CDC reaction of tertiary amines with nucleophiles.
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transformation and the formation of the intermediate iminium ion can be adapted to 
the subsequent trapping reaction resulting in less side product formation. 

In addition to homogeneous transition metal complexes, organic dyes, such as 
Eosin Y and Rose Bengal (Figure 10.3), proved to be efficient catalysts for various 
visible light mediated cross-dehydrogenative transformations. [8] Organic dyes are 
of particular importance, as they are inexpensive (Eosin Y is about 50 times less 
expensive per gram than Ru(bpy)3Cl2; bpy = 2,2′-bipyridine) and commercially 
available in decent quantities. This is of particular importance for the synthetic 
applicability of photoredox catalysts, as they typically also possess relatively high 
molecular weights. For instance, the typically applied [Ru(dtb-bpy)2bpy](PF6)2 
(dtb-bpy = 4,4′-di-tert-butyl-2,2′-bipyridine) has a molecular weight of 1202 g/mol. 
Even though catalyst loadings of typically 1 mol% can be realized, this results in a 
significant amount of expensive catalyst, while the Eosin Y (648 g/mol) is only 
about a half of the molecular weight of a typical Ru(II) based catalyst. Thus, the 
development of organic dye catalyzed cross-dehydrogenative transformations is of 
considerable interest. 
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Figure 10.2: Ru and Ir complexes applied in photoredox catalysis. 
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Figure 10.3: Organic dyes applied as photoredox catalysts.
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Apart from homogeneous catalysts for visible light mediated cross-dehydro-
genative coupling reactions, solid materials attracted the interest of organic chem-
ists. Typically, semi-conducting materials are applied, [9] such as titanium dioxide, 
other transition metal oxides, cadmium, and zinc sulfide but also carbon nitride. 

Before going into a detailed discussion on visible light photoredox catalyzed 
cross-dehydrogenative coupling reactions, the putative reaction mechanism will be 
briefly discussed. In a nutshell, the tertiary amine is first oxidized by the photoredox 
catalyst (photosensitizer, PS) and forms, after subsequent proton and electron trans-
fer, the intermediate iminium ion which can then be trapped by a series of different 
nucleophiles (Figure 10.4). 

The photochemical oxidation of tertiary amines dates back to the 1970s, when 
Whitten and co-workers examined the photophysical properties of Ru(II) polybipyri-
dyl complexes and the quenching of the excited species by either reductive quench-
ing with tertiary amines [10] or oxidative quenching with viologens (e. g. paraquat). 
[11] The putative reaction mechanism of photoredox catalyzed CDC transformations 
is depicted in Figure 10.5. 

Irradiation with visible light generates the excited state of a photosensitizer PS*, 
which can then undergo reductive quenching through single electron transfer from 
a tertiary amine A [12] to the photoexcited state. The reduced photosensitzer PS� can 
then be reoxidized by molecular oxygen to the ground state PS of the photocatalyst 
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Figure 10.4: Photoredox catalyzed functionalization of tertiary amines. 
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Figure 10.5: Photoredox oxidative functionalization of tertiary amines.
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under formation of a superoxide anion. More importantly, the tertiary amine A is 
oxidized to the amine radical B in this process. The amine radical B can now under-
go different pathways that finally result in the formation of the iminium ion F. 
Mechanistically three different pathways are possible. First, a hydrogen atom ab-
straction, e. g. by the superoxide anion, from the neighbouring carbon centre is 
possible, which would result in the direct formation of the iminium ion F. Second, 
after deprotonation an intermediate zwitterion C is formed, which can be also repre-
sented by a carbon centred radical D, which, after a second single electron transfer, 
can undergo oxidation to the iminium ion F. Last, a 1,2-H shift would result in the 
formation of the carbon centred radical E bearing an adjacent quaternary ammoni-
um ion. This carbon centred radical can now undergo deprotonation and single 
electron oxidation, which ultimately also results in the formation of the iminium 
ion F, which can react to the hemiaminal G. In the final reaction step iminium ion F 
is intercepted by a range of different nucleophiles to provide the cross-dehydro-
genative coupling products H. 

The intermediate iminium ion represents a highly attractive species for further 
transformations and, not surprisingly, different groups focused on performing a sec-
ond catalytic transformation, in which the nucleophile needs activation by a metal/ 
organocatalyst prior to the addition to the iminium ion (Figure 10.6). Nicewicz and 
MacMillan performed seminal work on the application of combined photoredox 
catalysis and organocatalysis in 2008. [13] Yet, in the context of CDC, Rueping and 
co-workers were able to demonstrate for the first time a dual catalytic concept for 
the visible light mediated Mannich reaction [14] and alkynylations. [15] To perform 
such dual catalytic transformations, the adaptation of both catalytic cycles is crucial 
as decomposition/inactivation of the second catalyst by the photoredox catalyst 
through redox chemistry is possible. 

Cross-dehydrogenative couplings have found widespread application in copper, 
iron, ruthenium and other transition metal catalyzed transformations. [1] Typically, 
they are performed at elevated reaction temperature and stoichiometric amounts of 
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Figure 10.6: Oxidative functionalization of tertiary amines – dual catalytic systems. 
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oxidants, e. g. tBuOOH or TEMPO are applied, which both clearly outline shortcom-
ings of these methods. In the following section, we will concentrate on the devel-
opment of visible light mediated photoredox catalyzed cross-dehydrogenative cou-
pling reactions. 

10.2  Aza-Henry Reaction 

In 2010, Stephenson and co-workers reported a visible light mediated photoredox 
catalyzed aza-Henry reaction (Figure 10.7). [6] They were the first to demonstrate 
that [Ir(ppy)2(dtbbpy)]PF6 (ppy = 2-phenyl-pyridine, dtbbpy = 4,4′-di-tert-butyl-2,2′-
bipyridine) can be used as a photoredox catalyst for the efficient aerobic oxidation 
of N-aryl-tetrahydroisoquinoline derivatives 1 followed by a subsequent aza-Henry 
reaction yielding the desired reaction products 3 in very high chemical yield. Re-
markably, the reaction can be performed at room temperature using a standard 
household fluorescent bulb as the source of energy with only 1 mol% of catalyst 
loading and oxygen from air as the terminal oxidant. This seminal publication set 
the basis for the future developments in this field. 

The Tan, König, and Wu groups subsequently examined this transformation us-
ing organic dyes as photosensitizers. [16–18] Driven by the search for metal-free and 
a more economical way for photoredox catalysis Eosin Y, or Tetrabutylammonium 
(TBA) Eosin Y, respectively, and Rose Bengal were identified as promising candi-
dates. Again, oxygen or air can be used as the terminal oxidant. Green LEDs were 
used as the source of light in the case of Rose Bengal and Eosin Y while Wu and co-

N
Ar

+R

Stephenson

Lin Rueping

König

König

Tan Wu

R1

PS

Homogeneous catalysis

Heterogeneous catalysis

Blechert

conditions

31 2

R1CH2NO2 N
Ar

R

NO2

[lr(ppy)2(dtbbpy)]PF6
(1 mol %)

visible light, rt, air
8 examples (90-96%)

Eosin Y (2 mol %)
Green LEDs, rt, air

6 examples (66-80%)

Rose Bengal (5 mol%)
Green LEDs, rt, air

5 examples (85-95%)

TBA-eosin Y (2 mol%)
hν (>450 nm), rt, O2

15 examples (46-85%)

visible light, rt, air
and Ir-PCP (1 mol %)
8 examples (75-98%)
or Ru-PCP (2 mol%)

8 examples (84-99%)

TiO2 (1 equiv.)
EtOH, 11W lamp, rt, air
9 examples, (60-96%)

CdS (1 equiv.)
hν (440 nm), rt

3 examples (85-97%)

mpg-C3N4
(15 mg/0.25mmol THIQ)
MeCN, 60W bulb, rt, O2 
12 examples, (81-92%)

 

Figure 10.7: Visible light-mediated aza-Henry reaction.
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workers applied a 500 W high-pressure mercury lamp in the TBA-Eosin Y catalyzed 
oxidative aza-Henry reaction. 

Apart from typical homogeneous photosensitizers, the groups of Lin, Rueping, 
König, and Blechert and Wang developed protocols to perform visible light mediat-
ed cross-dehydrogenative couplings in the presence of heterogeneous photocata-
lysts. [19–22] 

The first to report on heterogeneous catalysts for the photochemical oxidative 
aza-Henry reaction were Lin and co-workers. [19] They developed porous-cross 
linked polymers bearing a bipyridine motif for binding of Ru(II) or Ir(III) based pho-
toredox catalyst. The group of Blechert, Wang, and co-workers applied mesoporous-
graphitic carbon nitride (mpg-C3N4) [22] while the groups of König [21] and Rueping 
[20] applied semi-conducting materials such as CdS or ZnO and TiO2, in this visible 
light mediated transformation. Additionally, Rueping and co-workers demonstrated 
the recycling potential of the heterogeneous catalyst, which could be reused for at 
least five consecutive times. The advantage of these protocols is clearly the possibil-
ity of operationally facile catalyst recycling/reuse after simple filtration or centrifu-
gation. Moreover, titanium dioxide or cadmium sulfide represent two of the econom-
ically most attractive catalysts, having low price and low molecular weight at the 
same time (TiO2: 80 g/mol); the latter resulting in reasonable amounts of catalyst 
needed per reaction, although up to 1 equiv of catalyst is used. 

The seminal publication by Stephenson and co-workers relies on the reductive 
quenching of the excited state of the photocatalyst. [6] The reduced photoredox cata-
lyst is then reoxidized in the presence of oxygen to regenerate the ground state. In 
2012, Stephenson and co-workers reported on the application of an alternative route 
for the formation of the iminium ion, which is crucial for CDC. [23] Bromo-
trichloromethane acts as an stoechiometric oxidant, which finally leads to the for-
mation of the iminium ion 4 (Figure 10.8). After subsequent addition of the nucleo-
phile, the desired aza-Henry product 3 can be obtained in a dark reaction with excel-
lent chemical yield without the need for further irradiation. Advantageous to this 
one-pot protocol is the controlled formation of the intermediate iminium ion 4. 
Moreover, the reaction product cannot be oxidized by the photoredox catalyst, which 
would lead to undesired side products. However, this protocol needs strict exclusion 
of oxygen and the reaction solution needs to be treated by three consecutive freeze-
pump-thaw cycles to remove traces of oxygen, which is a limitation of this protocol. 
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Figure 10.8: Two-step one-pot procedure for the aza-Henry reaction.



 Photoredox catalyzed α-functionalization of amines | 175 

Besides the oxidative CDC of N-aryl-tetrahydroisoquinoline derivatives, several 
groups concentrated on the oxidative aza-Henry reaction of aliphatic acyclic tertiary 
amines. In their publication from 2010, Stephenson and co-workers reported on the 
oxidative aza-Henry reaction of N-phenyl-pyrrolidine and nitromethane, [6] yet the 
desired CDC product could only be isolated with 27 % yield; clearly showing up the 
limitations of the photochemical CDC. However, this clearly set up the stage for 
further improvement of this transformation, which further flourished by the applica-
tion of organic dyes as shown by the Tan [16] and König [17] groups. Tan and co-
workers were able to obtain the CDC product of N,N-dimethyl-aniline and nitrome-
thane with a moderate 48 % chemical yield. 

In 2012 Wang, Li, and co-workers advanced the application of aliphatic amines 
(Figure 10.9). [24] 1,2-Bis-(sec-amino)-ethane undergoes, in the presence of visible 
light, an oxidative C–C bond cleavage resulting in a highly reactive iminium ion, 
which can be trapped with a series of β-aryl-nitro-ethanes or long-chain aliphatic 
nitroalkanes. 

Furthermore, they were able to demonstrate, that O-protected 2-dimethyl-
amino-ethanol derivatives can be selectively functionalized at one of both methyl 
groups by means of photoredox catalysis. 

As photoredox catalysis relies on the use of visible light, Lambert–Beer’s law 
has direct implications on the catalytic efficiency during scale-up processes. The 
microreactor technology provides a well-established platform to overcome this 
problem. [25] The high surface-to-volume ratio ensures efficient irradiation of the 
reaction solution and would thus allow the gram-scale synthesis of precious build-
ing blocks by photoredox chemistry. 

Not surprisingly, the groups of Stephenson, [26] Zeitler [27] and others [28] con-
centrated on the development of efficient continuous-flow visible light mediated 
photochemical transformations.  

As already outlined before, Stephenson and co-workers had been able to success-
fully demonstrate the selective formation of the valuable iminium ion intermediate 
using bromo-trichloromethane as terminal oxidant. [23] They were able to demon-
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Figure 10.9: Photoredox catalyzed aza-Henry reaction with vicinal diamines. 
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strate that this protocol is not only applicable to batch reactions, but that it can also 
be run in a continuous-flow microreactor (Figure 10.10). [26] By generating the imini-
um ion in a microreactor, and adding this mixture to a flask containing the required 
nucleophile, the continuous-flow CDC reaction can be realized on a gram-scale. At the 
same time, Zeitler and co-workers reported on the application of [Ir(ppy)2bpy]PF6 in 
the continuous-flow photocatalyzed aza-Henry reaction using the standard reaction 
protocol, in which the reductive quenching of the photoexcited state by the tertiary 
amine is the key (Figure 10.10). [27] Comparable yields to the protocol of Stephenson 
and co-workers were obtained. Most interestingly, substrates, that proved poorly 
reactive for batch CDC reactions, could be efficiently subjected to CDC under con-
tinuous-flow conditions. In this manner CDC products of nitromethane with N-phe-
nyl-pyrrolidin and N,N-dimethyl-p-methyl-anilin, respectively, could be isolated 
with good yields of 59 and 77 %, respectively. This nicely illustrates the potential of 
continuous-flow microreactors in photocatalyzed transformations. 

10.3  Addition of malonates 

After the work by Stephenson and co-workers, the area of visible light mediated pho-
toredox catalyzed CDC reactions rapidly developed and a range of different nucleo-
philes have been investigated. The groups of König [17] and Wu [18] investigated the 
addition of malonates using organic dyes. Under otherwise the same reaction condi-
tions as in the previously mentioned case, the desired CDC products 9 of N-aryl-tetra-
hydroisoquinolines 1 and malonates 8 could be obtained in moderate to very good 
yields using molecular oxygen as terminal oxidant (Figure 10.11). Blechert, Wang 
and co-workers applied mpg-C3N4 as heterogeneous recyclable catalyst. [22a] Re-
markably, the reaction can be performed both neat and in solution. Stephenson and 
co-workers realized this transformation by preformation of the iminium ion with 
bromo-trichloromethane and subsequent dark reaction with malonates. [23] 
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Figure 10.10: Comparison between photoredox catalyzed aza-Henry reaction in batch and flow modes. 
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10.4  Mannich reaction 

In early 2011 Rueping and co-workers reported in their seminal publication on the 
successful merger of organocatalysis and photoredox catalysis for the CDC reaction 
of N-aryl-tetrahydroisoquinolines 1 and linear aliphatic methyl-ketones 10 (Fig-
ure 10.12). [14] L-proline was found to be a good catalyst for an efficient ketone addi-
tion to intermediate iminium ions. As outlined in the introduction to this chapter, 
the adaptation of both catalytic cycles is crucial. This was achieved by adjusting the 
reaction rate of the photoredox catalytic cycle to the organocatalytic transformation 
by variation of the light source. Later, the groups of Wu [18] and Tan [16] subse-
quently investigated this transformation using organic dyes (Rose Bengal and 
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Figure 10.11: Addition of malonates to photogenerated iminium ions. 
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Figure 10.12: Dual catalytic systems for the Mannich reaction.
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TBA-eosin Y). In addition, the groups of Blechert and Wang [22] as well as König [29] 
and Rueping, [20] investigated the heterogeneous photoredox catalysis with 
mpg-carbon nitride, cadmium sulfide and titanium dioxide, respectively (Fig-
ure 10.12). In the case of Rose Bengal and CdS as photosensitizer, cyclohexanone 
can be used as nucleophile. A direct approach to the Mannich products can be al-
ternatively achieved by the addition of silyl-enol-ethers 12. In this context Stephen-
son demonstrated the addition of the silyl-enol-ether derived from acetone and 
2-silyloxy-tetrahydrofurane (Figure 10.13). [23] Moreover, Xia and co-workers were 
able to show that silyl-enol-ethers derived from a range of different acetophenons 
can be subjected to visible-light mediated CDC transformations (Figure 10.13). [30] 

10.5  Allylation 

The controlled formation of the intermediate iminium ion can also be applied to 
subsequently perform efficient allylation reactions. Stephenson and co-workers 
reported on the addition of (2-methyl-allyl)-trimethylsilane to photochemically gen-
erated iminium ions. [23] 

10.6  Cyanation of tertiary amines 

The Strecker reaction is one of the best-studied transformations to yield α-amino 
acids. [31] Valuable α-amino nitriles can be obtained through the addition of cya-
nide to an iminium ion. Not surprisingly, different groups reported their work on the 
addition of cyanide to an iminium ion, generated through photoredox catalysis. 
Different sources of cyanide can be applied, e. g. KCN in the presence of AcOH, or 

[Ru(bpy)3 ]Cl2  (1 mol %)
BrCCl3  (3 equiv.)
DMF, blue LEDs, 3h

[Ru(bpy)3 ]Cl2  (5 mol %)
CH3 OH, blue LEDs, rt
15 examples (72-98%)

+
N

Ar

R
R1

OTMS

N
Ar

R

O

R1

PS

conditions

R1  = alkyl: Stephenson R1  = aryl: Xia

no light, Et3 N (5 equiv.)
2 examples (59-65%)

1.

2.

121 11

 

Figure 10.13: Photoredox catalyzed addition of silyl-enol-ethers to iminium ions. 
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TMSCN and malodinitrile, which both liberate HCN in the presence of water (Fig-
ure 10.14). Rueping and co-workers reported their findings on the photoredox cata-
lyzed Strecker reaction using homogeneous Ir(III) complexes as well as heterogene-
ous titanium dioxide as catalyst. [32] [20] Moreover, they were able to demonstrate, 
that under the cyanation conditions, N,N-dialkyl-anilines can be subjected to photo-
redox catalyzed CDC reactions. The groups of König [17] and Tan [33] reported on the 
application of organic dyes for this transformation. 

10.7  Alkynylation 

The intermediate iminium ion can alternatively be trapped in metal-catalyzed trans-
formations. The groups of Rueping and Stephenson developed protocols to realize 
the combination of photoredox- and metal catalysis (Figure 10.15). Stephenson and 
co-workers relied on the initial formation of the iminium ion by employing bromo-
trichloromethane as the terminal oxidant. [23] In a subsequent dark reaction, the 
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Figure 10.14: α-Cyanation of tetrahydroisoquinolines. 
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Figure 10.15: Dual catalysis – combining photoredox and metal catalysis for the alkynylation of THIQ. 
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copper catalyst and alkyne are added and the propargylic amines can be obtained in 
a one-pot procedure. Rueping and co-workers relied on a cascade reaction se-
quence. [15] The propargylic amines can be obtained via the reductive quenching 
pathway and, through careful optimization of reaction parameters, the interplay of 
both catalysts can be achieved. In addition, the authors were able to demonstrate 
that also N-glycinyl-ester derivates 15 can be subjected to the alkynylation reaction. 

10.8  [3+2] cycloaddition reaction 

The application of N-glycinyl esters or derivatives thereof, opens up the field of 
visible light mediated cross-dehydrogenative couplings toward annulation reac-
tions. Oxidation of the tetrahydroisoquinoline core furnishes an iminium ion. In 
case of N-glycinyl-esters, the adjacent C–H bond can be easily deprotonated, result-
ing in the formation of an azomethine ylide, which is an ideal precursor for [3+2] 
cycloaddition reactions. [34] The groups of Rueping and Xiao reported on their find-
ings on photochemically triggered [3+2] cycloaddition reactions, allowing the con-
struction of tri- and tetracyclic systems (Figure 10.16). [35–36] 

10.9  Acylation 

In 2012, DiRocco and Rovis reported on an interesting application combining both 
photoredox and NHC catalysis (Figure 10.17). [37] Interestingly, the authors reported 
on the beneficial influence of m-dinitrobenzene, an oxidant that was found to be 
crucial for catalytic turnover, although the reaction was performed without exclu-
sion of oxygen, which is typically sufficient for good turnover. Photochemical oxida-
tion of N-aryl-tetrahydroisoquinolines 1 furnishes an iminium ion, which can be 
acylated with a range of different aliphatic (mostly linear) aldehydes 23 after the 
Umpolung reaction with the chiral NHC 25 to give products in moderate to high 
chemical yield and excellent enantioselectivity. 

10.10  C-heteroatom (C–P, C–O, C–N) bond formation 

The CDC protocols furthermore enable the efficient synthesis of C–P bonds (Fig-
ure 10.18). Rueping and co-workers demonstrated that photochemical oxidation of 
N-aryl-tetrahydroisoquinolines with [Ir(ppy)2bpy]PF6 furnishes iminium ions that 
can be readily reacted with a range of different phosphonates. [38] At the same time, 
König and co-workers reported on the application of Eosin Y in the oxidative phos-
phonylation reaction. [17] Furthermore, it was shown that ZnO can be used as an 
efficient heterogeneous photoredox catalyst. [20] 
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Figure 10.16: Photoredox catalyzed cycloaddition reactions. 
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Figure 10.17: Dual catalytic system – asymmetric α-acylation of tertiary amines. 
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Figure 10.18: Visible light mediated oxidative phosphonylations of amines. 

Xiao and co-workers recently demonstrated the efficient application of different 
oxygen and nitrogen-centred nucleophiles. Yet, protocols that have been developed 
so far only concentrate on intramolecular cyclization reactions. In a first report, Xiao 
and co-workers described an interesting functionalization of N-benzyl-N′-tosyl-ethy-
lene-diamines (Figure 10.19). [39] Photochemical oxidation of the benzylamine fur-
nishes the reactive intermediate iminium ion that is trapped in a diastereoselective 
cyclization reaction by the second nitrogen atom. This protocol allows the formation 
of valuable tetrahydroimidazoles 29. 
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Later, Xiao and co-workers reported on the cyclization reaction of tetrahydroi-
soquinoline derivatives 30 bearing a proximal alcohol or sulfonated amine func-
tional group, which can intramolecularly add to the photochemically generated 
iminium ions (Figure 10.20). [40] Furthermore, the authors were able to demonstrate 
that this transformation can be conducted under metal free conditions by using 
Eosin Y as well as on gram-scale with an iridium complex as photosensitizer. 

10.11  Conclusion 

In summary, visible light photoredox catalyzed cross-dehydrogenative coupling 
reactions have been extensively investigated over the past years, showing signifi-
cant improvements in both the application of visible light in organic synthesis and 
the development of sustainable methods for the coupling of non-prefunctionalized 
building blocks. In this chapter a range of different methods for the functionaliza-
tion of tertiary amines have been presented; yet, this strategy will continue growing 
to further exploit the benefits of CDC coupling reactions under photochemical reac-
tion conditions. 
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Figure 10.19: Photoredox catalyzed synthesis of tetrahydroimidazoles. 
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Figure 10.20: Visible light photoredox catalyzed intramolecular additions. 
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11  Metal complexes for photohydrogenation 
and hydrogen evolution 

The conversion and storage of solar energy is currently one of the most important 
challenges. [1] The photocatalytic water splitting yielding hydrogen and oxygen 
exhibits one possibility to reach this task. Even though solar water splitting is acces-
sible by electrolysis when powered by photovoltaic cells, the method is expensive 
and still of limited efficiency. [2, 3] An alternative approach is the formation of hy-
drogen and oxygen from water using a photoredox catalyst, which allows the direct 
transformation and capture of light energy into redox energy. Such a catalyst can 
consist of two coupled redox catalysts, whereby the driving force for the water split-
ting is provided by solar energy as shown in Figure 11.1. 

This concept is well known from natural photosynthesis. [4, 5] The processes of 
light absorption, charge separation and electron transfer can be described in the 
Z-scheme, which is shown in Figure 11.2. 

In this scheme two photocenters (P680, photo system II and P700, photo sys-
tem I) are connected either to the oxygen evolving complex (OEC, oxidation center) 
or the ferredoxin-NADP reductase (FNR, reduction center). The high efficiency in 
this system arises from the perfect interplay between one photocenter with one re-
doxcatalyst, respectively, and the optimized electron transfer chain between them. 
Based on the analysis, one possible improvement of the artificial water-splitting 
could be the separation into two half-reactions, the water reduction and the water 
oxidation. [6] Moreover, this leads to a reduction of side reactions and complexity. 

P CRed

e- e-

2 H2O 2 H+ 

H2

oxidation
center

photo
center

reduction
center

O2 + 4 H+

COx

 

Figure 11.1: Photoredox catalyst for artificial water splitting: COx = oxidation catalyst; P = photo-
center, and CRed = reduction catalyst.
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Consequently, this will simplify the characterization and understanding, which in 
turn can help to optimize the interplay within the system. Thus, each subsystem 
consists of a chromophore, an electron transfer mediator, a redox catalyst, and an 
electron donor or acceptor, respectively (Figure 11.3). However, this simplification 
will only lead to overall water splitting if the oxidized donor, D+, can play the role of 
the acceptor, A, see Figure 11.3. 
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Figure 11.2: Z-scheme of photosynthesis (OEC = oxygen-evolving complex; tyr = tyrosine; 
pheo = pheophytin; P680 = photo center P680; PQ = plastoquinone; cyt b/f = cytochrome b/f; 
PC = plastocyanin; P700 = photo center P700; chl a = chlorophyll a; vit K1 = vitamin K1; 
Fe/S = Fe/S cluster; Ferr = ferredoxin; FNR = ferredoxin-NADP reductase). [7] 
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Figure 11.3: Half reactions: water reduction (top) and water oxidation (bottom). 
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First, intermolecular systems using ruthenium polypyridyl complexes as chro-
mophore and visible light for water reduction and oxidation were developed since 
the late 1970s. [3, 8, 9, 10] A first example for the overall artificial water splitting in a 
two electrode system with UV light has been known since the early 1970s, the Fuji-
shima–Honda cell. [11] Since then, the two electrode system has been constantly 
improved, especially in terms of the effective use of sunlight. [12, 13, 14] A special 
challenge here is the effective connection between the essential functions, such as 
light absorption, electron transfer, catalytic turnover and the available building 
blocks. These building blocks can be at the molecular level or a material and are 
available for the chromophore, catalyst and the electrode surface. [15, 16, 17, 18, 19, 
20, 21, 22] To make better predictions of an effective interplay of the species, which 
are involved in the catalysis, it is advisable to have a closer look at the individual 
building blocks. Since the development of the first intermolecular systems in the 
late 70s, constant progress has been made.  

11.1  Analysis of construction components of artificial 
photocatalytic systems 

11.1.1  Chromophore 

In photocatalytic systems, the chromophore is an essential requisite for the reaction. 
Therefore, it has to accomplish important functions: 
– The possibility to generate a highly reactive and sufficiently long lived excited 

state by light absorption. 
– The capability to be incorporated in directional transfer of electrons by a 

quenching mechanism 
– The regeneration of the ground state via subsequent additional redox reaction. 

N
N N

N
N

N

N

N

NN

M = Ru, Os

MII IrIII

 

Figure 11.4: Generic structure of transition metal complexes used as chromophores.
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Indeed, many chromophores for intermolecular systems for photocatalytic water 
reduction were tested, including acridine dyes, metalloporphyrins, metallophthalo-
cyanines, and transition metal complexes in particular Ir, Os or Ru (see Figure 11.4). 
[3, 23, 24]  

Mainly ruthenium polypyridyl complexes turned out to be suitable, because of 
their outstanding photo- and electrochemical properties as well as their sufficient 
synthetic availability. [25, 26, 27, 28] Due to the large variety of chromophores, we will 
confine ourselves in this chapter to the ruthenium polypyridyl type chromophores. 

11.1.2  Electron relay 

A direct water reduction by ruthenium polypyridine complexes is not found, but the 
excited chromophore can be used to initiate an electron transfer process. To trap the 
photoexcited electrons, redox mediators are needed. They are responsible for a fast 
and irreversible charge separation via quenching mechanisms and the transporta-
tion of the electrons between the photocenter and the redox catalysts. Commonly 
used mediators are bipyridinium ions (methylviologens like diquat and paraquat), 
phenanthrolinium ions, metal ions such as Eu3+, V3+ or Cr3+, metal complexes of Rh 
or Co, and proteins like cytochrome c3. [3] 

11.1.3  Redox equivalents 

Additionally, electron donors or acceptors are needed to regenerate the chromo-
phore. In principal they may also be viewed as quenchers of the excited state to 
increase the efficiency of the electron transfer. Therefore, they also have the purpose 
to hinder a possible charge recombination. Commonly used electron donors are 
tertiary amines like EDTA, triethylamine (TEA) or triethanolamine (TEOA), reduced 
metal complexes like Eu2+- salts or other reducing agents like ascorbate, H2S or 
NADPH. Peroxo species like K2S2O8 or oxidizing complexes such as [CeIV(NO3)6](NH4)2 
or [CoIII(NH3)5Cl]Cl2 are most frequently used as electron acceptors. The common 
feature among them is the instability of the reduced state, which upon fast irreversi-
ble decomposition inhibits back electron transfers.  

11.1.4  Reduction catalysts 

The reduction of water yielding molecular hydrogen is a two electron process. For 
an efficient catalysis, an overpotential has to be applied to overcome the barriers in  
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this multi-electron reaction. Various heterogeneous materials were tested with re-
spect to their catalytic activity. It has been shown that mainly late transition metals 
and their oxides are effective, either as bulk materials, in colloidal form or deposited 
on electrodes. [3, 29, 30] In nature the water reduction is performed by hydrogena-
ses, transition metal dependent enzymes. [31, 32, 33] With the intention to mimic 
these enzymes, the common [Fe2S2] motif of iron-only compounds is the basis for the 
development of many bioinspired systems. [34, 35, 36] Other homogenous systems 
are commonly transition metal complexes. [37, 38, 39, 40, 41, 42] Selected Examples 
are shown in Figure 11.5. 

11.1.5  Intramolecular hydrogen evolving photocatalysts 

The functionality of the above discussed systems is determined by several hard to 
control factors such as the collision probability between its components. This is 
obviously a limitation of the effectiveness of the photocatalytic process. In addition, 
nature’s examples work with supramolecularly, spatially well-defined catalytic 
components thus largely avoiding any collision probability dependence. It is possi-
ble to combine the above mentioned building blocks. With the intention to improve 
the photocatalytic activity, particular attention has to be paid to an effective charge 
separation and a subsequent directed electron transport. It is a feasible approach to 
link the individual molecular building blocks, thus generating a supramolecular 
photocatalyst. First efforts to develop a complete supramolecular photocatalyst 
which can mimic one of the two sub-reactions of water splitting were known since 
2001. [4] Since then various systems for the intramolecular water reduction have 
been developed (Figure 11.6). 
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Figure 11.5: Selected homogeneous reduction catalysts: a) [RhICl(dpm)3]3– (dqm = diphenylphos-
phinobenzene-m-sulphonate) [38, 39], b) [CoII(dmgH)2] (dmgH = dimethylglyoximato) [40], 
c) [{(μ-SCH2)2N(CH2C6H5)}Fe2(CO)6] [41], d) [PtII

2(NH3)4(μ-acetamidato)2] [42, 43, 44]. 
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11.1.6  Oxidation catalysts 

Besides the water reduction, the water oxidation is needed to accomplish the overall 
water splitting. For an effective catalysis, it is necessary to reduce the overpotential 
which is required to overcome the barriers in this multi-electron reaction. [2] In na-
ture this process is catalyzed by the oxygen evolving complex, consisting of a μ-oxo 
bridged Mn4Ca cluster (Figure 11.7d). [52, 53] Artificial approaches include not only 
metal oxides [31] or a cobalt phosphate [54] functionalized electrode surface, but 
also homogeneous transition metal complexes. [3, 53, 55, 56, 57, 58, 59] Selected 
samples are shown in Figure 11.7a–c. 
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Figure 11.6: Representative systems for the intramolecular hydrogen evolution (TON = turnover 
number; irradiation time in brackets): a) Sun [45], b) Sakai [46], c) Artero [47, 48], d) Brewer [24, 49], 
e) Rau [50, 51].
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11.1.7  Intramolecular oxidation catalysts 

A possibility for improving the electron transfer between the chromophore and the 
catalyst is to bring them into spatial proximity. There are approaches which either 
stabilize the catalyst by a ligand of the chromophore [12] or immobilize the catalyst 
next to the chromophore with a membrane. [13, 60] Recently the first intramolecular 
water oxidation catalyst working in its molecular form was developed (Figure 11.8). 
[20] Here, the delicate balance between favorable photochemical electron transfer 
and the charge recombination is even more difficult to find than for the more nu-
merous hydrogen evolving photocatalysts.  

 

Figure 11.7: Selected transition metal complexes for the water oxidation: a) [(μ–O){RuIII(H2O) 
(bpy)2}2]4+ (bpy = 2,2′-bipyridine) [57, 58], b) [RuII(bda)(pic)2]2+ (H2bda = 2,2-bipyridine-6,6-dicarbox-
ylic acid; pic = 4-picoline), c) [(μ–bpp){RuII(H2O)(tpy)}2]3+ (Hbpp = bis(2-pyridyl)-3,5-pyrazolate; 
tpy = 2,6-bis(2-pyridyl)pyridine) [59], d) active center of the OEC [53]. Compounds a and b work as 
chemical water oxidation catalysts whereas c represents a photochemically activated water oxidation 
catalyst. 
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Figure 11.8: Intramolecular catalyst for the photoinduced water oxidation. [20]
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11.1.8  Comparison of inter- and intramolecular photocatalysis 

As shown, for the artificial water reduction and oxidation, both inter- and intramo-
lecular systems are known. Excellent reviews have covered the field of intermolecu-
lar photocatalysis in great detail. [62] The much younger developments within the 
field of intramolecular photocatalysis are not yet comprehensively covered. It is very 
apparent that the linkage between the chromophore and the catalyst through a 
bridging ligand has implications for the catalysis itself and the applicability in de-
vices, e. g. photochemical water splitting cells. [12, 15, 16, 17, 18, 19] The environ-
ment of the catalytic center itself will be determined by the chemical structure of the 
bridging ligand (ligand tuning of catalytic metal centers). For an effective electron 
transfer between the chromophore and the catalyst, a spatial proximity between 
both is necessary for both the inter- and the intramolecular catalysis systems. Con-
sequently, the connection of chromophore and catalyst reduces the dependence on 
collision processes and is associated therewith the easier insertion in devices. [12, 15] 
Furthermore, the spectroscopic data of the intramolecular systems give information 
of the interplay and their influence on each other. However, the construction of 
these intramolecular systems is often attended by a difficult multistep synthesis and 
a difficult characterization due to aggregation effects. [61] Furthermore, these huge 
molecules show an instability with respect to various influences, whereas a susten-
tative repair mechanism is missing. [62, 63, 64, 65] Moreover, a task of the bridging 
ligand in intramolecular systems is the directional multielectron transfer either 
towards (oxidation) or away from (reduction) the chromophore (see Figure 11.9). 
[66, 67, 68] These directional multielectron processes, are on the one hand poorly 
understood, i. e. we have only for the first electron transfer step a relatively firm 
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Figure 11.9: Photoinduced electron transfer in intramolecular photocatalysts and potentially harmful 
back electron transfer.
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theoretical understanding and spectroscopic tools to characterize it. Furthermore, 
they require a sufficient stability of the charge separated intermediates in order to 
allow additional electron transfer steps to occur. This stability is influenced by the 
nature of the bridging ligand, the stability of different redox states of the catalytic 
center and several other factors. 

It is very tempting to analyze the bridging ligand. [69] One classification often 
applied is the Robin and Day grouping as it defines the extent of electronic commu-
nication between metal centers in the ground state. [70] A possible answer may 
emerge from a detailed analysis of already known bridging ligands. Therefore it is 
useful to have a look at the communication between catalyst and chromophore 
inside intramolecular catalysts in the ground and the excited state (Figure 11.9). 

For example, the Brewer as well as the Rau catalyst shows a strong emission 
quenching compared to complexes without their reduction catalyst. [50, 67–71, 72] 
However, only the Brewer system shows an interaction between the chromophore 
and the catalyst in the ground state. According to literature analysis, there are metal 
complexes with the utilized 2,3-dpp (dpp = 2,3-bis-2-pyridylpyrazine) like-ligand 
system for the Robin and Day class II. In contrast, the ruthenium-palladium com-
plex [(tbbpy)2Ru(tpphz)PdCl2]2+ (tbbpy = 4,4′-di-tert-butyl-2,2′-bipyridine; tpphz = 
tetrapyrido[3,2-a:2′,3′-c:3′′,2′′-h:2′′′,3′′′-j]phenazine) utilizes the tpphz ligand. There 
is no communication between the metal centers bound to this ligand. [73] Utilization 
of a 2,2′-bipyrimidine bridging ligand which allows strong communication between 
metal centers for ruthenium-palladium complexes results in an inactive system. The 
tolerance of ligand mediated communication for ruthenium-rhodium systems and 
thus facilitated back electron transfer may be explained with the possibility of stabi-
lization of the catalytic metal in its reduced Rh(II)-state. It is therefore apparent that 
a more detailed analysis is necessary. [74, 75]  

An indication that this analysis will yield very important knowledge is the fact 
that one and the same bridging ligand can be used either for the water reduction or 
oxidation (see Figure 11.6 and 11.8). [20, 45] 

11.2  Intramolecular photocatalysts for hydrogen production 
and hydrogenation 

According to the above mentioned reasons, a homogeneous and monomolecular 
system which is capable of transforming the energy of sunlight into chemical energy 
(hydrogen) at room temperature has been of great scientific interest for many years. 
[45, 46, 47, 48, 49, 50, 51] One of the first examples in this regard is the well-studied 
photocatalyst [(tbbpy)2Ru(tpphz)PdCl2](PF6)2 (Ru(tpphz)Pd, Figure 11.10). [50]  

This supramolecular catalyst, containing a bis(bipyridine)ruthenium(II) moiety 
as chromophor, which is linked by tpphz as an electron relaying bridge to a catalytic 
palladium(II) centre, combines all single components that are required for light-
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driven hydrogen generation. The following subchapters give an insight into its ap-
plication as photocatalyst for hydrogen production, photohydrogenation, photo-
physics and derivatisation. 

11.2.1  Hydrogen production 

The general idea is to develop a photocatalyst that facilitates an intramolecular pho-
to-induced 2-electron transfer from the photocentre to the catalytic centre at which a 
subsequent reduction of protons to molecular hydrogen occurs (Figure 11.11). 

The Ru(tpphz)Pd photocatalyst effectively generates hydrogen under visible 
light irradiation at room temperature with up to 238 turnovers at the maximum. [76] 
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Figure 11.10: Monomolecular photocatalyst Ru(tpphz)Pd. 
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Figure 11.11: Basic mechanism of photocatalytic hydrogen production with Ru(tpphz)Pd as catalyst. 
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Thereby the catalytic cycle starts with an excitation of the ruthenium(II) photocentre 
within the MLCT (metal to ligand charge transfer) absorption band that promotes 
the system into a 1MLCT state (1MLCT = singlet metal to ligand charge transfer), 
which can either be located on the terminal tbbpy ligands or on the phenazine unit 
of the tpphz bridging ligand. After an ISC (inter system crossing) to a 3MLCT state 
(3MLCT = triplet metal to ligand charge transfer), the electron located on the phenan-
throline unit is transferred further to the palladium(II) centre, leading to a subse-
quent chloride dissociation [67, 50] (detailed photophysics are described in Sec-
tion 11.2.3). Simultaneously, a sacrificial electron donor (e. g. triethylamine) is 
required to reduce the temporarily formed ruthenium(III). After another electron 
transferred from the ruthenium to the palladium centre, protons can be reduced to 
molecular hydrogen by taking up electrons from the catalytic centre.  

In general, the strategy for the design of novel molecular photocatalysts aims at 
high catalytic efficiency which could only be established by identifying a structure-
activity correlation. In this context the localisation of the initially populated excited 
state plays an important part. [50, 66, 77] 

Figure 11.12 shows the dependency of the catalytic activity (TON = turnover 
number) on the irradiation wavelengths together with the MLCT absorption spec-
trum. Obviously, the extinction coefficient tails off much more steeply in the range 
of 450 to 550 nm than the TON (λ) value (Figure 11.12, left). Thus, the catalytic activi-
ty of Ru(tpphz)Pd does not strictly follow the absorption spectrum, what becomes 
even clearer by converting the TON values into an efficiency spectrum ϕ(λ) of the 
catalysis, which was calculated from the ratio of the TON values and the extinction 
coefficient. It turns out that ϕ(λ) increases with increasing wavelength in the range 
between 400 and 530 nm. According to this, the absorption of photons with lower 
energy leads to a higher catalytic activity than the absorption of high energy pho-
tons. The explanation for this behavior is the wavelength dependency of the locali-
zation of the initially and predominantly populated MLCT state. 

Figure 11.12: Left: absorption spectrum of Ru(tpphz)Pd in acetonitrile (―) and TON spectrum (●); 
Right: Efficiency spectrum ϕ(λ) of the photon-to-hydrogen conversion of the catalytic process calcu-
lated as the ratio of the TON values and the extinction coefficient. 
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Resonance Raman spectroscopy (RR), supported by TDDFT-calculations, re-
vealed that when the excitation wavelength is shifted to lower energy, the electron 
density of the excited state shifts from the terminal tbbpy ligands to the tpphz bridg-
ing ligand. [66] A comparison of the electron density distribution of the initially 
photoexcited state and the efficiency spectrum clearly shows, that the catalytic 
efficiency correlates strongly with the electron density located on the tpphz bridging 
ligand. This means a more active photocatalyst should generate a high portion of a 
bridging ligand-localized excited state at all incident wavelengths, especially with 
polychromatic sunlight considered as a future energy source. This might be realized 
by exchanging the terminal tbbpy-ligands by ligands which do not contribute to the 
localization of the first excited state, but still stabilize the ruthenium(II) centre. 
Bibenzimidazoles could serve as an appropriate class of ligands in this context. [78] 

With regard to future design and tuning of novel hydrogen evolving photocata-
lysts, beside the initial excitation step, also the electron-storage capabilities of the 
bridging ligand [68], rapid electron and energy transport within the supramolecular 
system, [27, 79, 80] and the stability of the photocatalyst must be taken into account. 

11.2.2  Photohydrogenation 

A “hydrogen free” photocatalytic hydrogenation of olefins and acetylenes can serve 
as an interesting alternative to common homogeneous efforts [81, 82, 83, 84], which 
usually require a hydrogen atmosphere or at least the external addition of molecular 
hydrogen. In 1995 Willner et al. published an eosin-modified Co(II)-reconstituted 
myoglobin (Eo2−-Mb-Co(II)), which is capable of catalytically generating hydrogen 
from an aqueous solution under visible light irradiation (λ > 475 nm) in the presence 
of a sacrificial electron donor. [85] As soon as acetylene is added to the catalytic mix-
ture, hydrogen evolution is eliminated and the acetylene is hydrogenated to eth-
ylene. Moreover, the selective hydrogenation of acetylene dicarboxylic acid by 
Eo2−-Mb-Co(II) to maleic acid (> 92 %) indicates an addition of the acetylene substrate 
to the catalytic Co(II) centre where the orientation of the substrate is induced by the 
protein to selectively form the cis-product. However, detailed mechanistic studies 
seem to be difficult due to the structural complexity of the protein surrounding.  

By analogy, the Ru(tpphz)Pd photocatalyst can serve as hydrogenation catalyst 
under similar conditions as used for hydrogen production. By addition of tolane to 
the reaction mixture with triethylamine (TEA) as sacrificial electron donor, the evo-
lution of hydrogen is replaced by a highly selective reduction of tolane to cis-stil-
bene (Figure 11.13). [50] This opens, on the one hand, a novel synthetic route for a 
selective hydrogenation of alkynes and delivers, on the other hand, important struc-
tural information on the PdCl2-centre during catalysis. In this context the formation 
of Pd(0) colloids has to be taken into account, since it is known from high-tempera-
ture Heck reactions that Pd(II) catalysts, irrespective of the nature of their precursor, 
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are rapidly reduced to Pd(0), which accumulates as metal colloids. [86] This can 
also be the case for light induced catalysis using Ru(tpphz)Pd-type photocatalysts, 
meaning that the in situ generated Pd(0) detaches from the bridging ligand and 
forms colloidal Pd(0). [62] Against this background, the observed high selectivity 
towards the hydrogenation of tolane to cis-stilbene takes on significance as it 
strongly suggest an intramolecular pathway with Ru(tpphz)Pd functioning as a 
monomolecular assembly. Since heterogeneous hydrogenation by means of Pd(0) 
colloids working as catalytic active species usually lack a high selectivity and fur-
thermore homogeneous Pd(0) catalysts bearing a bidentate nitrogen ligand are 
known to highly selective cis-hydrogenate alkynes, a colloidal Pd(0) species as ac-
tive species is rather unlikely. [87] Moreover, an amine effect as observed for the 
Lindlar catalyst can be excluded. [88, 89] When reacting the Ru(tpphz)Pd cata-
lyst with tolane under absence of TEA as electron donor and addition of hydro-
gen, a selective reduction to cis-stilbene still occurs, and this again confirms the 
N,N′-chelated palladium as a catalytic centre. 

11.2.3  Photophysics 

In order to directly tune and increase the activity of the Ru(tpphz)Pd photocatalyst 
and in order to create novel photocatalysts for light-driven hydrogen production, a 
detailed elucidation of the electron transfer cascade from the ruthenium photocen-
tre to the catalytic palladium, is required. 

Since the multitude of all electron transfers, taking place during catalysis con-
sists of several single electron transfer processes which occur in different time 
frames, analysis methods have to be applied which cover a time range from 20 fs up 
to several nanoseconds. For this concern, the combination of resonance Raman (RR) 
and femtosecond time-resolved pump-probe experiments is an appropriate tech-
nique to observe the excited state dynamics. [90] 

As illustrated in Figure 11.14, both the mononuclear complex Ru(tpphz) 
(Ru(tpphz) = [(tbbpy)2Ru(tpphz)](PF6)2) and the dinuclear complex Ru(tpphz)Pd  
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Figure 11.13: Photohydrogenation of tolane to cis-stilbene. 
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show absorption characteristics, which are typical of the class of ruthenium poly-
pyridine compounds. [67] In general, Ru(tpphz) and Ru(tpphz)Pd reveal qualita-
tively similar absorption spectra with four maxima between 250 and 700 nm: The 
maximum at around 280 nm can be assigned to the ligand-centred π–π* transition 
of tbbpy, the two maxima between at 350 and 390 nm belong to π–π* transitions of 

 

Figure 11.14: Steady-state absorption spectra of Ru(tpphz) (solid, Ru(tpphz) = [(tbbpy)2Ru(tpphz)] 
(PF6)2) and Ru(tpphz)Pd (dashed) in acetonitrile. 
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Figure 11.15: RR spectra of [Ru(tbbpy)3](PF6)2 (A), Ru(tpphz) (B) and Ru(tpphz)Pd (C) in acetonitrile. 
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tpphz, and the energetically lowest lying broad transition at about 450 nm is assigned 
to MLCT transitions between the ruthenium centre and the coordinated ligands. 

As already mentioned in Section 11.2., the localization of the initial MLCT state 
has a significant influence on the efficiency of the photocatalytic hydrogen produc-
tion. To investigate the sub-20 fs dynamics of the population of the 1MLCT, RR was 
applied. Figure 11.15 shows the RR spectra of the homoleptic reference complex 
[Ru(tbbpy)3]2+, Ru(tpphz) and the dinuclear photocatalyst Ru(tpphz)Pd. All spectra 
were recorded in acetonitrile with an excitation wavelength of 458 nm to excite with-
in the MLCT absorption band. A detailed spectral analysis of the RR spectra, which 
are summarized in Table 11.1, shows that the bands of the reference compound 
[Ru(tbbpy)3]2+, which mainly contains vibrational modes that are associated with the 
tbbpy ligands, also show up in the RR spectra of Ru(tpphz) and Ru(tpphz)Pd. In 
addition, the spectra of both Ru(tpphz) and Ru(tpphz)Pd contain bands which 
belong to vibrational modes located on the tpphz ligand [68]; that clearly shows that 
the initial light absorption of Ru(tpphz) and Ru(tpphz)Pd produces an ensemble of 
electronically excited states, which are spread over the terminal tbbpy ligands as 
well as over the bridging tpphz ligand. 

Table 11.1: RR bands [cm−1] of [Ru(tbbpy)3]2+, Ru(tpphz) and Ru(tpphz)Pd; *Solvent bands. 

[Ru(tbbpy)3]2+ Ru(tpphz) Ru(tpphz)Pd
– 1022 –

1031 1032 1031
– 1039 –

1134 1135 1134
– 1173 1180
– 1192 1197

1212 1211 1211
1265 – 1264

– 1275 –
1284 1284 1283
1320 1319 1318
1375* 1375* 1375*
1422 – 1418

– – 1448
– 1453 1459

1484 1483 1484
– – 1490
– 1510 1514

1541 1541 1540
– 1563 1572
– 1578 1582
– 1590 1595
– 1603 –
– 1610 1609

1617 – –
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A comparison of the mononuclear complex Ru(tpphz) and the dinuclear com-
plex Ru(tpphz)Pd reveals some differences in the RR spectra, for example, for the 
bands at 1418, 1448 and 1275 cm−1, which are associated with modes of the tpphz 
ligand. These changes are probably due to some long-range effect of Pd, which al-
ters the initial sub-20 fs excited-state dynamics. 

Beside the population of the first excited state, the dynamics of the subsequent 
electron transfer from the ruthenium centre to the catalytic palladium centre were 
investigated by means of femtosecond time-resolved differential absorption spec-
troscopy. By comparing the obtained data with the absorption spectrum of the re-
duced phenazine moiety, which contributes one part of the tpphz ligand [91] and data 
on related ruthenium complexes, [79, 92, 93] a detailed elucidation of the individual 
light-triggered electron transfer steps in Ru(tpphz) and Ru(tpphz)Pd was accom-
plished. The electron transfer dynamics are schematically illustrated in Figure 11.16. 

As shown above, for both compounds Ru(tpphz) and Ru(tpphz)Pd, the initially 
populated excited state is a mixture of tbbpy- and tpphz-centred MLCT states. Sub-
sequently, a relaxation into a MLCT state, located on the phenanthroline sphere of 
tpphz ligand occurs, which goes along with a so-called inter ligand hopping trans-
ferring electron density from the terminal tbbpy ligands to the phenanthroline part of 
the tpphz bridging ligand. Formation of this phenanthroline-centred 3MLCT state 
from the initially populated mixture occurs with a time-constant of 1.2 ps for 
Ru(tpphz) and 0.8 ps for Ru(tpphz)Pd. Both decay-associated spectra [67] of 
Ru(tpphz) and Ru(tpphz)Pd show similarities for the fastest component and for the 
subsequent component (240 ps for Ru(tpphz) and 5 ps for Ru(tpphz)Pd), which is 
assigned to the population of an excited state centred on the phenazine moiety of the 
bridging ligand. However, the coordination of the PdCl2 unit results in a 40 nm red 
shift of the decay-associated spectrum [67] of the corresponding process, which is 
assigned to decay of the equilibrated tpphz-centred 3MLCT state into an intra-ligand 
charge transfer (ILCT) localized on the phenazine unit. Beside this spectral difference, 
the time-constant from the ILCT changes drastically with the introduction of the 
Pd(II) centre, by means of a 50-fold increase of the ILCT rate. This is very likely due to 
the Pd(II) centre influencing the electronic structure of the bridging ligand to cause a 
significantly higher driving force for the formation of the phenanthroline-centred 
ILCT state. In contrast to Ru(tpphz), this state further decays in Ru(tpphz)Pd, by 
means of an ligand to metal charge transfer (LMCT) from the phenazine unit of the 
bridging ligand to the Pd(II) centre to populate a long-lived state, which decay is not 
observed within the time range accessible. The final reduction of the Pd(II) centre is 
expected to go along with the dissociation of a Cl−. This is supported by the finding 
that the catalytic activity of Ru(tpphz)Pd is completely inhibited by external addition 
of Cl− during catalysis and by quantum chemical calculations. [50] 
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Figure 11.16: Electron transfer dynamics of Ru(tpphz) and Ru(tpphz)Pd. Localization of the photoex-
cited electron is illustrated by shaded areas. 
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11.2.4  Ru(tpphz)Pd-type catalysts as photochemical molecular devices (PMD) 

In order to develop a highly active photocatalyst for light-driven hydrogen evolu-
tion, detailed information on the structure-activity relationship is required. There-
fore a specific tuning of Ru(tpphz)Pd was performed by modifying either the bridg-
ing ligand or the catalytic center. The – in this respect – synthesized derivates of 
Ru(tpphz)Pd and the corresponding maximal TONs of each photoctalyst are shown 
in Figure 11.17. 

Transient absorption experiments analogous to Ru(tpphz)Pd (Section 11.2.3) 
showed that a bromination of the ruthenium facing phenanthroline moiety of the 
bridging ligand results in a deceleration of the electron transfer from the photocenter 
towards the catalytic center. [76] This deceleration is probably causing the observed 
reduced activity of Ru(Br2tpphz)Pd (Figure 11.17, max. TON = 69, Br2tpphz = 2,7-di-
bromotetrapyrido[3,2-a:2′3′-c:3′′′,2′′-h:2′′′,3′′′-j]phenazine). 

N

N N

N

Cl

Cl
Pd II

N
N

N

N
N

N
Ru II

Ru(tpphz)Pd, max. TON = 238

N

C N

N

Cl

Cl
Pd II

N
N

N

N
N

N
Ru II

Ru(tpac)Pd, max. TON = 139

N

N N

N

Cl

Cl
PtII

N
N

N

N
N

N
Ru II

Ru(tpphz)Pt, max. TON = 7

N

N N

N

Cl

Cl
Pd II

N
N

N

N
N

N
Ru II

Ru(Br 2tpphz)Pd, max. TON = 69

H

Br

Br

 

Figure 11.17: Derivates of Ru(tpphz)Pd and the corresponding maximal TONs, with tpac = tetrapyri-
do[3,2-a:2′3′-c:3′′′,2′′-h:2′′′,3′′′-j]acridine and Br2tpphz = 2,7-dibromotetrapyrido[3,2-a:2′3′-c:3′′′,2′′-
h:2′′′,3′′′-j]phenazine.
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The same effect was observed for the substitution of one nitrogen of the phenazi-
ne unit of the bridging ligand, leading to Ru(tpac)Pd (Figure 11.17, max. TON = 139, 
tpac = tetrapyrido[3,2-a:2′3′-c:3′′′,2′′-h:2′′′,3′′′-j]acridine), which also resulted in a 
slower LMCT and so a decreased catalytic activity compared to the tpphz containg 
counterpart. [51] 

Beside the modification of the bridging ligand which mainly affects the intramo-
lecular electron transfer characteristics, substitution of the catalytic metal center 
where the formation of molecular hydrogen is expected to occur was performed. 
Therefore, the PdCl2 unit was exchanged by PtCl2, which offers the possibility to 
influence the catalytic reaction directly. Indeed, the novel catalyst Ru(tpphz)Pt 
(Figure 11.17, max. TON = 7) turned out to be less active with respect to light-driven 
hydrogen evolution, but is accessible for further analysis methods like 195Pt-NMR or 
XAS (X-ray absorption spectroscopy) which allow insights into the actual mecha-
nism taking place at the catalytic center. [94] In this concern, a high stability of 
Ru(tpphz)Pt under catalytic conditions was proven, which is one of the key features 
with regard to the development of a structure-activity relationship.  

As shown in Figure 11.18, a photochemical molecular device (PMD) was de-
signed, [95] which allows to tune either the bridging ligand, its structure mainly 
determines the electron transfer from the photo- to the catalytic center, or the termi-
nal metal center to directly affect the catalytic reaction. Moreover, as already men-
tioned in Section 11.2.1, also the photocenter can be tuned by modifying or exchang-
ing the terminal ligands. [96] Despite modifying single components of the supra-
molecular assembly, the general function as a hydrogen evolving system is 
maintained, and gives the chance to establish a consistent structure-activity rela-
tionship and to modularly design a durable and highly active PMD. 
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11.3  Conclusion 

The rapid development of intramolecular photocatalysis provides a growing number 
of structural examples of active catalysts. In some instances this is already coupled 
with an increased understanding of the structure activity relationships based on 
detailed photophysical investigations. Within this context, the analysis of the na-
ture of the photocatalytically active species has resulted in the identification of PMD-
like properties. If this analysis can be generalized, an increase of photocatalytic 
activity of the PMD as a whole can be accomplished by tuning the independent 
building blocks. This is exemplified for the above discussed tpphz like structures, 
keeping the photocentre constant and varying the other components. However, it is 
still not possible to forecast the activity of the catalysts.  

Based on the example of biological photosynthesis a general direction of further 
development of photocatalysis with PMD’s has to focus on coupling the two half reac-
tions. This task is accomplished in nature via the redoxchain as shown in Figure 11.2. 
A very intriguing concept is the utilization of photoelectrochemical cells using ideas 
from dye sensitized solar cells, Figure 11.19. [97]  

Here the activity of the immobilized PMD will depend on several factors already 
known from optimizations on the molecular level and on the electron transfer prob-
abilities between the excited photocenter and the electrode. The chemical stability 
of the immobilization will be of crucial importance for the overall process as well. 
First examples of photocatalysis within similar cells have already been shown by 
the research groups of Sun and Mallouk. [12, 13, 98] The further development of this 
field will ultimately depend on an interdisciplinary research effort to fully under-
stand the interplay between light driven excitation, electron transfer and catalytic 
activation. 
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Figure 11.19: Principal layout of a photoelectrochemical cell based on immobilized PMD’s, two pho-
toinduced electron transfer reactions with inverse direction may allow overall watersplitting. 
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12  Heterogeneous semiconductor photocatalysis 

12.1  Inorganic semiconductors 

12.1.1  General features of a photocatalyst 

When talking about semiconductor photocatalysts which might be either inorganic 
or organic solids, several parameters of the material have to be considered. Not 
every solid compound is suitable for photocatalysis, despite appropriate physico-
chemical parameters, e. g. color or large surface area. In this chapter a general over-
view on some key features of a semiconductor photocatalyst is given. The basic 
principles hold both for inorganic and organic semiconductors. However, since the 
literature is much richer and manifold in the case of inorganic semiconductor pho-
tocatalysts, we will mainly focus on these materials throughout this chapter. 

12.1.1.1  Band structure and band gap 
The first process of photocatalysis is the absorption of a photon by the photocatalyst. 
In the case of semiconductors, a closer look at the band structure of such a material is 
inevitable in order to understand the basic principle of this light absorption step. The 
band structure gives an idea of the electronic structure of a solid, it describes allowed 
and forbidden energetic states of the electrons, which are referred to as “bands” and 
“band gap”, respectively. The energetically highest bands populated by electrons in 
the ground state are referred to as “valence band” (VB), the lowest unpopulated 
bands are referred to as “conduction band” (CB). [1, 2] To understand photochemical 
effects, one needs to take a more comprehensive look at the band structure. 

The description of such electronic structures is a tough task in direct space. Be-
cause of Heisenberg’s uncertainty principle, it is impossible neither to give the exact 
energy and position nor to give the momentum and position of an electron. Howev-
er, it is possible to determine the momentum and the energy. With this assumption, 
the whole problem can be transferred to reciprocal space.  

Every vector r

, which is composed of a multiple of the unit vectors a1, a2, and a3, of 

the direct space, is transferred to a reciprocal space vector k


, which is composed of 
the reciprocal unit vectors b1, b2, and b3, by the following equations: [3] 
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With this vector set, the Brillouin zone can be defined, which describes bands and 
band gaps in reciprocal space as a function of the k


 vector. Figure 12.1 describes the 

Brillouin zone for a primitive tetragonal lattice. [4] Points of high symmetry, also 
referred as “critical points” [1], are indicated. Γ is the center of the zone, R and M 
mark the center of an edge, A gives the corner and X and Z the center of a plane of 
the Brillouin zone (Figure 12.1).  

Using the Brillouin zone, the band structure of a material can be calculated as a 
function of the wave vector k


 – so to say the position in reciprocal lattice.  

The band structure of a material also allows the calculation of the band gap, i. e. 
the difference between the highest populated energetic state and the lowest non-
occupied energetic state of a solid. However, electrons can be excited across this 
band gap, e. g. by absorption of light. There are two different pathways of an elec-
tronic excitation from the VB to the CB. The band gap is called “direct band gap” 
when the k


 vector of the maximum of the VB is equal to the k


 vector of the mini-

mum of the CB. This means an electron is changed in its energy but remains con-
stant in momentum upon excitation. Such band gaps can be overcome by photon 
excitation with light and are observable by UV/Vis spectroscopy or fluorescence 
measurement, respectively. The second kind of band gap is referred to as “indirect 
band gaps”. To generate an electron-hole pair in this case, the energy and momen-
tum of an electron have to change during the excitation process, i. e. the k


 vector 

before and after excitation differs. To fulfill this condition, the electron has to inter-
act with the photon and a lattice vibration, i. e. a phonon, to change its energy and 
momentum, respectively. [5] However, this process is comparably slow and more 
unlikely than other processes, which leads to the less efficient light absorption of 
semiconductors with indirect band gaps. [6]  

The band structure of a solid compound is, of course, strongly influenced by 
both its chemical composition and crystal structure. As a consequence, a material 
which is composed of identical types and amounts of elements shows completely 
different band structures for different modifications. An example for of this fact is 
TiO2. It exists in three different modifications, i. e., rutile, anatase, and brookite. 
They all have their composition in common and also the basic building units which 

Z

b3

b1
b2

A

M X

R

Γ
Figure 12.1: First Brillouin zone of a primitive tetragonal lat-
tice in reciprocal space. [4] Critical points, which are areas 
of high symmetry [1], are marked. Γ indicates the center of 
the zone, M and R a center of an edge, A is a corner, and X 
and Z are centers of a plane.
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are [TiO6] octahedra. However, they differ in the way in how these octahedra are 
connected, see Figure 12.2.  

Rutile crystallizes in the tetragonal crystal system with space group P42/mnm, 
Figure 12.2 a. [7] Anatase, by contrast, also forms tetragonal crystals, but in the 
space group I41/amd, Figure 12.2 b. [8] Brookite is orthorhombic, space group Pbca, 
Figure 12.2 c. [9] The major difference between these three modifications can be 
rationalized by counting the number of shared edges of the basic [TiO6] building 
units. This number is 2 for rutile, 4 for anatase, and 3 for brookite. Since the band 
structure is a measure for the chemical bonding it differs significantly for these dif-
ferent arrangements. 

This difference in the crystal structure has great effects on the band structure 
and also on the band gap of TiO2 (Figure 12.3). Thus, the band gap of rutile is 
about 3.03 eV [10] while the band gap of anatase is about 3.23 eV [10].  

It becomes obvious that the chemical composition of a material and also its 
modification have a huge influence on its photocatalytic activity. This means, that 
only the correct chemical composition in combination with the desired modification 
make a compound a valuable photocatalytic active material. 

To simplify the band gap considerations, the process of light absorption and 
electron excitation shall be simplified here to our needs. The term “band gap” will 
be used for the direct energy gap between VB and CB which can be observed by 
spectroscopic means.  

As mentioned before, a photon of appropriate energy can excite an electron 
from the VB to the CB. The electron can be “lifted” to a state in the CB when the 

 

Figure 12.2: Unit cells of TiO2 crystallizing in the rutile (a), anatase (b), and brookite (c) modification. 
Rutile and anatase crystallize with tetragonal symmetry but the physical properties of all modifica-
tions show significant differences. 
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energy of the photon which depends on the wavelength λ of the photon beam is 
equal to or greater than the band gap energy ΔEBG: [5] 

 BG
h ch E

    ,  

with h is as the Planck constant, ν the frequency of the photon and c is the speed 
of light. 

This process generates electron-hole pairs within the semiconductor which now 
behaves as a microelectrochemical cell. [2] Thus, the electron in the CB can be 
transferred to an electron accepting agent A forming the reduced species A−. The 
hole, on the other hand, can react as an oxidant and oxidize an electron donor 
compound D to D+.  

These reactions of course can only take place when the compounds A and D 
have suitable HOMO and LUMO energies.  

12.1.1.2  The Fermi level and charge separation 
In order to estimate whether a desired reaction can be photocatalyzed with a certain 
semiconducting material, the energetic positions of the VB and CB have to be con-
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Figure 12.3: Calculated band structures of rutile (a) and anatase (b) TiO2. [114] Per definition, the 
highest electronically occupied energy, the Fermi energy (EF) is set equal zero. [115] 
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sidered. The maximum energy of the VB is usually set equal to 0 in band gap calcu-
lations, because of difficulties in calculating an absolute potential. This maximum 
energy of the VB is usually referred to as the Fermi level EF. In addition, the temper-
ature of the system in band gap calculations is set to T = 0 K. At this temperature, 
energetic states below EF are occupied by electrons and states above are empty. [1] 
However, at finite temperatures, few electrons are lifted to the CB.  The probability 
of an electron, to get exited this way, is described by Fermi–Dirac statistics. In this 
statistics EF describes a virtual electronic state of an electron, which is occupied 
with a probability of 0.5. Therefore, EF is located at the middle of the band gap of a 
semiconductor (Figure 12.4). [11] 

When the semiconductor is irradiated by light and electrons are excited to the 
CB this energy gives the available oxidation potential of a generated hole. The 
reduction potential of the electron, on the other hand, is determined by ECB and 
the band gap:  

 
0

[ ][ ] [ ]
[ ]
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CB VB

E eVE V E V
e e

  ,  

with ECB as the potential of the CB, EVB the potential of the VB, e0 the number of elec-
trons, excited by a photon, which is equal to 1, and EBG the band gap energy. [12] 
Therefore, EF is most important when talking about photocatalytic processes.  

Another effect associated with charge generation is charge separation. This as-
pect is fundamental for good photocatalytic performance since the material can act 
as a photocatalyst only when the electron-hole pair has a certain lifetime. After an 
electronic excitation to a state in the CB we can expect different ways for how the 
system loses energy. The first one is the desired reactive pathway, i. e. the photo-
catalytic reduction and oxidation processes, respectively. The second one, on the 
other hand, is the recombination of the excited electron and the hole. In order to 

Conduction band

+

‒

Band gap

EF

hν

Valence band
Figure 12.4: Simplified band structure of a solid and electron excita-
tion. An electron of the VB is excited to the CB by absorption of a 
photon and an electron-hole pair is formed.
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make the electron-hole pair, the so called exciton, needs to be available for a chemi-
cal reaction and a certain lifetime is necessary and also a spatial separation of both.  

In general, the recombination time of electron and hole depends strongly on the 
nature of the material and is in the range of some ns to μs. In case of TiO2 the recom-
bination is a very fast process and takes only about 30 ps. [13] After this recombina-
tion the electron and hole are lost for a redox reaction. On the other hand, efficient 
charge separation and conduction leads to an increased photocatalytic performance. 
[14] It is well known that crystal defects and impurities act as charge trapping areas, 
where electron-hole recombination processes take place. [14, 15] As a consequence, 
photocatalysts with relatively poor crystallinity or a large amount of impurities favor 
the recombination of the electron-hole pair rather than the separation of light-
generated electrons and holes. This leads to smaller quantum yields during photo-
chemical reactions. However, sample crystallinity, crystal structure of the material, 
and particle size are parameters that strongly influence the recombination rate. [14]  

In terms of photocatalytic activity, it is desirable to synthesize crystals without 
crystal defects and an infinite periodic structure. However, real crystals show more 
or less large amounts of crystal defects, which are supposed to be “inner surfaces”, 
and impurities. Therefore, real crystals can be described as an intergrown aggregate 
of ideal crystals of various finite sizes. As a consequence, large crystals are sup-
posed to show more structural defects than smaller ones (Figure 12.5). [16] A small 
crystal can be regarded as showing a smaller number of inner defects but of course 
the surface to volume ratio is increased in this case and the surface has also to be 
regarded as a defect. Smaller crystals exhibit a larger fraction of the highly crystal-
line areas leading to a lower tendency of charge recombination. If the particle size 
gets small enough, one particle consists of only one ideal crystal without defects. 
[14] Because of this, research into photocatalytically active nanoparticles becomes 
more and more important over the last years. Compared to bulk material, nanoparti-

Crystal defects
(“inner surfaces”)

Large crystal Small crystal Nano crystal 

Figure 12.5: The amount of inner crystal defects is directly proportional to the crystal size. Large 
crystals can be described as composed of ideal crystal areas with finite dimensions. Small crystals 
are also composed of ideal crystals, but due to their smaller dimensions, only a few inner surfaces 
are present. Nanoparticles, by contrast, are composed of only one ideal crystal with finite dimen-
sions and show excellent crystallinity.
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cles show large surface area, a high degree of crystallinity, and short charge diffu-
sion ways to the particle surface.  

Another feature influencing the charge separation and conduction is the crystal 
structure of the photocatalyst. Materials consisting of layered structures show excel-
lent charge separation and conduction and give excellent performance in photo-
catalytic processes. [17–19] It is proposed that the nature of the different layers of 
the compound can be closely related to the CB or VB, respectively. The two generat-
ed charges are well separated within the crystal. This results in a low tendency of 
recombination and drastically increases catalytic performance.  

Nanoparticles show quantum size effects, which describe the increasing band 
gap and result in a blue shift of light absorption. [20, 21] The blue shift is exclusively 
due to particle size while other parameters like lattice constants remain constant. 
For a photocatalyst, this band gap shift can be beneficial, e. g. to drive the absorp-
tion into the energetically higher region of visible light, but it can also limit the ap-
plicability of a certain material when the absorption is driven to the UV range. [22]  

12.1.2  How to tune a photocatalyst 

12.1.2.1  Doping and Co-Catalysts 
There are some semiconductors known that have a great oxidation and reduction 
power, so can be involved in many processes like air and water purification, solar 
cell applications, and photocatalytic water photolysis. The most famous ones are 
TiO2, ZnO, and SrTiO3. But great oxidation and reduction power means a wide band 
gap that consequently makes the semiconductor insensitive to visible light excita-
tion and shifts its absorption to the UV region.  

Nowadays interest in photocatalytic processes involving visible light sensitiza-
tion of semiconductors grows rapidly. So, tuning the optical properties of well-
known efficient semiconductors towards visible light sensitization is one promising 
direction.  

One way of semiconductor modification is metal-ion and nonmetal doping. 
This method makes the semiconductor sensitive to visible light by decreasing its 
wide band-gap. One can find a lot of literature using doping as a modification 
method on TiO2 as the most promising, abundant semiconductor with a 3.2 eV 
band-gap. A number of non-metals were examined for semiconductor doping, 
among them are H, C [23, 24], B, S, and N [25] atoms. As an example, good results 
in band-gap narrowing were achieved by N-doping, reported by Asahi et al. [25] 
and this area was developed successfully by the groups of H. Kisch [26], C. Burda 
[27, 28], C. S. Gopinath [29] and M. Anpo [30]. A variety of methods such as sput-
tering, ion implantation, chemical vapor deposition, sol-gel, oxidation of TiN, and 
decomposition of N-containing metal organic precursors are used for preparation 
and visible-light absorption occurs because of the mixing of nitrogen 2p states 
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with O 2p states on the top of the valence band or a creation of N-induced mid-gap 
level (Figure 12.6). 

The other possibility to tune the visible light sensitivity of wide band-gap semi-
conductors is doping with metal ions (Figure 12.7). [31] Among them are noble-
metals, transition metals, and rare earth ions. Commonly, metal ion doping sup-
presses the recombination of the photogenerated electron-hole pairs and shifts the 
optical absorption edge. Still, not every metal enhances the visible-light sensitivity 
with this method, but doping of an already modified semiconductor increases the 
photocatalytic properties effectively. For example, Cu2+ co-doping of cerium (Ce) 
modified ZnO (0.1%Cu2+-Ce0.1Zn0.9O) decomposes acetaldehyde into CO2 effectively 
under visible-light irradiation. [32] Such dopants as Ag, Rb, Y, and La show similar 
UV-Vis absorbance spectra as undoped TiO2. Modification of TiO2 with rare earth 
metal ions [33] was done successfully with Sm3+ [34] and analyzed on methylene 
blue dye degradation experiments. 

Chromium, molybdenum, [35] and vanadium [36, 37] cations were investigated 
in several groups because of the great influence on the photocatalytic activity and 
visible light absorbance of semiconductors as the consequence of changing the 
absorption edge of the semiconductor by the transition metals. Recent advantages 
in dye degradation were represented by T. Jafari [38] and computational methods by 
J. Ye. [39] For hydrogen evolution, the SrTiO3 semiconductor was doped with Cr and 
Ta and showed enhanced activity under visible-light irradiation (Figure 12.8). [40] 
Also, modification of TiO2 with Sb4+ cations was successful for dye modification with 
generated OH radicals upon visible-light irradiation. [41] Another efficient photo-
catalyst – ZnO – was successfully modified with Mn2+ and examined in dye degrada-
tion under visible light irradiation. [42]  

The doping methods and semiconductor properties were investigated and de-
scribed widely with TiO2. [43] 

Figure 12.6: Band Gap modification on 
N-Doping in TiO2. [29]
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Figure 12.7: UV-Vis diffuse reflectance spectra (DRS) for various M-TiO2 samples (0.3 at. % doping). [31] 
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Figure 12.8: UV-Vis spectra of the final tubular (Cr, Ta) codoped SrTiO3 (ST-01, ST-02, and ST-03) 
products and (Cr, Ta)-codoped SrTiO3 as reference (ST-SSR). [40] 
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12.1.2.2  Particle size effect 
As described previously in this chapter, there is a dependence between band gap 
and particle size of a semiconductor. In general, a decreasing particle size results in 
an increasing redox potential. However, enlargement makes a semiconductor less 
effective to sunlight activation. The recombination of electron-hole pairs is also 
dependent on the size and particle shape. Very fast recombination occurs at the 
bulk material core and reduces with decreasing particle size. The effect of electron-
hole recombination grows again with further particle size decreasing because in this 
case it occurs on the semiconductor surface. 

T. Ohno recently investigated the influence of pH and amounts of shape-control 
reagent – polyvinyl alcohol (PVA) added during the semiconductor preparation. 
[44] And among different particle sizes from 25 nm to 60 nm it was observed that 
the 40 nm size particle showed excellent activity on photocatalytic decomposition of 
acetaldehyde under UV irradiation.  

Calcination temperature plays a crucial role in crystalline formation when pre-
paring a semiconductor. Increased temperature and solid state synthesis are favora-
ble for bulk material formation. But decreasing the temperature and performing the 
synthesis in solution (hydrothermal method), give a smaller particle size as was 
determined on FeNbO4 semiconductor synthesis (Figure 12.9). [45] When controlling 
the temperature at 600 °C, the particle size was determined to be 10–20 nm and 
showed good photocatalytic activity for Rhodamin B dye degradation under visible 
light irradiation. In turn, the particle size influences all the optical and other proper-
ties of a semiconductor. The specific surface area and reduction power increase 
along with particle size decreasing, but absorption maximum shifts to UV region.  

FeO6 layer

NbO6 layer

FeO6 layer

bc
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Figure 12.9: Structure of FeNbO4 based upon the zigzag chain stacking sequence of FeO6 and 
NbO6 octahedra. [45]
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12.1.3  Selected examples of photocatalysts and their application to organic 
synthesis 

Research on new and efficient systems using the only sustainable energy source of 
our planet – sunlight – increased tremendously during the second half of the past 
century. This trend was further boosted by the decreasing availability of fossil fuels 
and an increasing demand of energy worldwide. The investigation of new and im-
proved photocatalysts is nowadays one of the hot topics in modern science. In this 
chapter, a few selected examples of semiconductor photocatalysts and their uses in 
synthetic chemistry are presented in order to give an idea of the possibilities of 
such materials. 

12.1.3.1  TiO2 – an UV active photocatalyst 
TiO2 for photocatalytic usage has been intensively investigated during the past dec-
ades. The material is non-toxic, biologically and chemically inert. [22] The produc-
tion and recyclability are well established. It shows high photocatalytic activity [46] 
which led to various applications during the past decades. Most of the studies were 
done with mixtures of rutile and anatase, which are commercially available (e. g. 
Degussa P-25; ratio rutile : anatase = 1 : 3 [47]) and show excellent physico-chemical 
properties, like specific surface area and purity grade. The first applications for TiO2 
were photochemical water splitting [48–51] and waste water purification. [22, 52, 53] 
Later on more complex reactions, e. g. the selective reduction or oxidation of organic 
compounds, were developed.  

TiO2 shows interesting properties for photocatalytic oxygenation of naphthalene 
and its derivates under UV-light irradiation. [54] The great advantage of this reac-
tion is its high diversity of applications. Soana et al. investigated a photochemically 
catalyzed reaction of aromatic systems forming different products, depending on 
the reaction conditions (Figure 12.10).  

It is noted, that the rate of oxidation of a substrate is highly influenced by the 
solvent. Excited TiO2 reacts as a strong oxidant in water and oxidizes it to OH radi-
cals, which react unselectively with the substrate. In organic solvents, by contrast, 
excited TiO2 shows a smaller oxidation potential. Therefore, the solvent itself cannot 
be oxidized. The proposed mechanism is an electron transfer from the substrate to 
TiO2 and from TiO2 to O2, respectively (Figure 12.10). [54] 

Product 1 Product 2Substrate+∙ + O2-
Substrate Substrate

O2 TiO2 + hν
H2O

OH∙

 

Figure 12.10: Possible pathways of the photocatalytically induced oxygenation. The high oxidation 
potential of TiO2 in H2O leads to OH radicals, which results in different products as compared to 
reactions under anhydrous conditions with a direct electron transfer mechanism. (Adapted from 
Ref. [54]) 



222 | Arno Pfitzner et al. 

One of the most interesting applications for TiO2 is the photocatalytic C–C-bond 
formation with UV light. Albini and co-workers considered a radical alkylation 
mechanism of electron-withdrawing substituted olefins. [55] 

Electrons in the VB of TiO2 are excited with UV-light to the CB. The electron is 
transferred to the olefin, e. g. maleic acid, with a more positive potential than the CB 
of TiO2. The electron donor, e. g. 4-methoxybenzyl(trimethyl) silane, on the other 
side, needs a less positive potential than the VB of TiO2 (Figure 12.11). [55]  

Another important application for TiO2 as a photocatalyst is the photocatalytic 
reduction of CO2 in aqueous solutions. [56–59] With this technique, the main con-
tributor to the anthropogenic greenhouse effect can be transformed to chemicals 
like methanol and methane. The whole process is based on the reduction of CO2 to 
its radical anion, but it is not fully understood yet. It is proposed that CO2 and H2O 
react with the photo-excited state of TiO2. H2O is oxidized to H∙- and OH∙-radicals, 
which react with the carbon species formed from CO2. The products are CH4 and 
CH3OH. [60]  

The photocatalytic decomposition of acetic acid for the production of hydrocar-
bons is another application for TiO2. [61] Mozia and co-workers observed methane, 
ethane, propane, CO2 and traces of butane and H2 when irradiating acetic acid in an 
aqueous dispersion of TiO2 with UV light (λmax = 365 nm). They designed a special 
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Figure 12.11: Schematic overview of the photocatalytic C–C bond formation. The potential of the VB 
(EVB) of TiO2 is much more positive than the potential of the electron donor (ARCH2SiMe3). The energy 
of the CB (ECB) is higher in energy than the LUMO of the olefin (electron acceptor). When light with 
an energy higher than the band gap of TiO2 is applied (hν > ΔEBG), the formation of the product is 
observable. (Adapted from Ref. [55]) 
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reactor with reverse light irradiation and gas outlet for continuous product extrac-
tion (Figure 12.12). The yield of all products could be increased by immobilizing the 
semiconductor on glass fibers, but best results were obtained by a combination of 
immobilized and dispersed photocatalyst. 

With their experiments, Mozia et al. showed a combination of photocatalytic 
degradation and assembly of organic compounds. [61] Since one of the products of 
this reaction is CO2, a suitable combination of a photocatalytic CO2 conversion to CH4 
can open a whole new source for organic chemicals in the future. 

12.1.3.2  Selected examples of visible light active photocatalysts 
TiO2 shows excellent performance in photocatalysis. The advantages of this photo-
catalyst were already mentioned; however, the big disadvantage of TiO2 is its wide 
band gap, which limits its use to the UV-range. Special light sources need to be 
installed and the reaction itself must be carried out in quartz glassware to guarantee 
the penetration of the reactor with UV-light. In addition, it is highly doubtful, 

Gas outlet Gas inlet

Immobilized TiO2

TiO2/ acetic acid/ H2O
suspension

Low pressure mercury

lamp with cooling device

 

Figure 12.12: Reaction cell proposed by Mozia et al. for the photocatalytic degradation of acetic acid 
to form hydrocarbons, H2 and CO2. The combination of immobilized TiO2 and TiO2 in suspension 
gives good results of the photocatalytic process. (Adapted from Ref. [61]) 
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whether reactions needing artificial UV light, are the key to establishing sustainable 
photochemistry. 

The goal to find visible light active photocatalysts led to the development of a 
huge amount of materials with a band gap appropriate to the visible range of light 
during the past years. A broad spectrum of applications came up, like waste water 
treatment [62] and water splitting for hydrogen formation. [17, 18, 50, 63–65] Fur-
thermore, some photocatalysts were developed for synthetic reactions. In principle, 
reactions which are catalyzed by TiO2 can also be performed by other semiconductor 
photocatalysts. Nevertheless, some of these photocatalysts suffer from self-digesting 
and photo bleaching, are expensive to prepare, or are sensitive to common organic 
and inorganic solvents.  

Therefore, nowadays each photocatalyzed reaction eventually needs a specifi-
cally designed photocatalyst. At first view, this seems to be disadvantageous. How-
ever, these reactions are of great potential in terms of selectivity for oxidation or 
reduction processes.  

Recent experiments showed that immobilized Ir3+ complexes which are cova-
lently attached on mesoporous SiO2 can catalyze the selective oxidation of trans-
stilbene into benzaldehyde and 1-naphthol into 1,4-naphthoquinone under visible 
light irradiation (Xe lamp with cut-off filter λ > 420 nm) in the presence of O2 (Fig-
ure 12.13). [66]  

Mori and co-workers found, that neither O2
−∙ radicals nor OH∙ radicals are the 

reactive species for the product formation. They proposed an energy transfer from 
the excited Ir3+-complex to O2. Oxygen is excited to the singlet state, which reacts 
with the substrates. By adding thiourea, a well-known 1O2 scavenger, [67] the photo-
oxidation process was significantly inhibited. They also proposed that the structure 
of the catalyst carrier plays the most important role for the catalytic reaction. The 
larger the specific surface area of SiO2, the greater the catalytic performance of the 
Ir3+ catalyst. Mori et al. suggest SiO2 providing a microenvironment that alters the 
photochemical properties of the metal complexes. This leads to an increased photo-
catalytic reactivity. [66]  

OH

Ir 3+ catalyst, hv

O2

OH

OH  

Figure 12.13: Oxidation of 1-naphthol into 1,4,-naphthoquinone using Ir3+ catalyst immobilized on 
silica. O2 was used as oxidant. 
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Most interesting in terms of synthetic applications is the photocatalytic conver-
sion of alcohols to their corresponding aldehydes. CdS particles are promising can-
didates for visible light active photocatalysts for this reaction. The band gap of this 
compound is about 2.49 eV, [68, 69] which corresponds to the blue-green part of 
visible light.  

It was found that pure CdS particles are able to photocatalyze the oxidation of 
ethanol and isopropanol to their aldehydes. However, a crucial problem of these 
particles is the oxidation of the catalyst itself. In the presence of H2O, which is needed 
to perform the oxidation reaction, S2− of the photocatalyst is oxidized to SO4

2− and the 
catalyst is destroyed. Another disadvantage of this reaction is a rather complicated 
reaction setup using alcoholic vapors instead of solutions. [68]  

Furthermore, polycrystalline CdS was used for oxidative coupling of benzyl al-
cohol, its p-substituted derivates and benzyl amines. [70] The photocatalyst was 
dispersed in oxygen-free acetonitrile. Benzyl alcohol was dissolved in this mixture 
and the whole system was irradiated with blue light for 24 h.  Mitkina et al. isolated 
benzaldehyde, hydrobenzoin, and benzoin. Photoconversion of the alcohol and 
product composition was influenced by variation of reaction temperature and con-
centration of initial benzyl alcohol. This photocatalytic system is also suitable for 
the conversion of benzyl amines. N,N-dimethylbenzyl amine was converted to 1,2-di-
phenyl-N,N,N′,N′-tetramethylethylendiamine and benzaldehyde. Mitkina and co-
workers showed that this photocatalytic reaction is also applicable on derivatives of 
benzyl amine. They proposed CdS as an effective tool for photocatalytic C–C-coup-
ling with visible light. [70]  

One more photooxidative carbon-carbon bond formation with CdS was demon-
strated in a Mannich type reaction of N-aryltetrahydroisoquinolines 1 with ke-
tones 2a–c, involving proline as organocatalysts. Upon irradiation with blue light of 
460 nm the products 3a–d can be obtained in good yields of 76–89 % (Table 12.1). 
[19] The reaction can successfully be performed in neat ketone and also with a signif-
icantly reduced amount of ketone (see Table 12.1, entry 1a–c) in CH3CN as a solvent. 

A different strategy was developed by Zhang and co-workers proposing the for-
mation of a core-shell photocatalyst based on CdS. CdS nanoparticles with Pd cores 
were prepared via hydrothermal synthesis. The resulting Pd@CdS nanocomposite 
showed excellent results for the selective oxidation of e. g. benzyl alcohol, p-fluro-
benzyl alcohol and p-methoxy-benzyl alcohol. [69]  

Yields, selectivity and conversion of all reactions could be increased tremen-
dously by the use of the Pd@CdS core-shell photocatalyst as compared to pure CdS 
as photocatalyst. Thang and co-workers explain the improved catalytic performance 
as a coupling of the light absorption behavior of CdS with the charge trapping abil-
ity of Pd. According to this model, the photo generated electrons of CdS are trans-
ferred to Pd, which then acts as the reduction site. The holes, by contrast, are local-
ized on CdS and oxidize the alcohol (Figure 12.14). This separation of charges and 
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reactive sites is common in heterogeneous catalysts and is most important for good 
catalytic performance. [14]  

Layer structured substances offer charge separation ability by nature. Recent 
publications showed PbBiO2Br, a semiconductor with a crystal structure related to the 
anti-ThCr2Si2 structure type (Figure 12.15), [71] to be a good substitute for TiO2 as pho-
tocatalyst for several reactions. [19, 62, 72] The big advantages of PbBiO2Br are the 
excellent stability against organic and inorganic solvents, the easy and inexpensive 
synthesis and the material’s band gap of 2.47 eV, which is in the range of visible light.  

Table 12.1: Photocatalytic Mannich reaction of N-aryltetrahydroisoquinolines 1 with ketones 2a–c 
and l-proline on CdS [a]. 

N

R 1

N

R 1O

R 2

ketone 2, CdS, 
O2, hν (460 nm)

1 3

20 mol%
N
H

COOH

 
entry R1 ketone product reaction time [h] yield [%][b] 

1a 
1b 
1c 
1d 

H 
O

15a  

N

O
16a

24 
24 
24 
24 

86[c] 

90[d] 

100[e] 

87 

2 OMe 
O

15a  

N

O
OM e

16b

18 89 

3 H 

O

15b 

N

O
3:1 dr.

16c

24 79 

4 H 

O

15c  

N

O 16d

15 76 

[a] Unless otherwise noted all experiments were performed with amine (1 eq) and l-proline (0.2 eq) 
in a 5 mg/ml mixture of CdS in neat ketone (camine = 0.25 mol/l). Reactions were run in schlenk tubes 
with an attached oxygen balloon and irradiated with high power LEDs (460 nm) for the time indicat-
ed. [b] Given yields correspond to isolated product. [c] Reaction performed in CH3CN with 2 equiv. of 
acetone; the conversion was determined by GC analysis. [d] Reaction performed in CH3CN with 
5 equiv. of acetone; the conversion was determined by GC analysis. [e] Reaction performed in CH3CN 
with 10 equiv. of acetone; the conversion was determined by GC analysis.
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Figure 12.14: Proposed mechanism of the oxidation of alcohols to aldehydes in the presence of 
oxygen. The catalyst for this reaction is composed of CdS doped with Pd. Absorbed light energy 
generates electron-hole pairs in CdS. The electrons are transferred to Pd, which is the reactive site 
for the reduction of O2, the holes are localized within CdS, where the oxidation of the alcohol takes 
place. (Adapted from Ref. [69]) 

b a

c
Pb/Bi

Br

O

Figure 12.15: Unit cell of PbBiO2Br. The structure 
consists of [M2O2]+ layers (M = Pb/Bi) perpendic-
ular to [001] which are separated by bromide 
ions. [71] 

The material is quite useful as a photocatalyst for waste water purification [62] 
and also valuable synthetic reactions can be photocatalyzed with it. Thus, it is pos-
sible to perform the reductive formation of aniline from nitrobenzene. [72] Füldner 
et al. were able to reduce the nitro group of nitrobenzene and some of its derivates 
to the corresponding amines at almost full conversion. It was shown that PbBiO2Br 
produces hydrogen in the presence of triethanolamine as an electron donor. So a 
selective, clean, and complete reduction of the substrates to their corresponding 
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anilines becomes possible under blue light irradiation. Furthermore, the photocata-
lyst is reusable for at least six catalytic cycles without any loss of catalytic perfor-
mance by simple sonication of the particles before reuse. This photocatalyst was 
also successfully used with sunlight. [72] 

One more example of heterogeneous photocatalysis in organic synthesis was 
reported by Cherevatskaya et al. [19] The work explores enantioselective C–C bond 
formations upon reduction of halogen precursors with photocatalysts excited by 
visible light (Figure 12.16). Several semiconductors were compared in this study and 
showed different activity. The above mentioned PbBiO2Br photocatalyst was pre-
pared as nano and bulk crystals and used in the α-alkylation of aldehyde (7, Fig-
ure 12.17) in the presence of 20 mol% of secondary amine (8, Figure 12.17 as chiral 
catalyst [73]. After 20 hours of irradiation with blue light the product (9, Figure 12.17) 
was obtained in 69 % yield with 71 % ee at r.t. and 40 % yield with 84 % ee at −10 °C 
in case of bulk crystals (3, Figure 12.16) because its surface area is only 0.17 m2/g. 
The nanocrystalline PbBiO2Br (4, Figure 12.16) which was obtained with a larger 
surface area of 10.8 m2/g, gave an increased yield of 84 % (72%ee) under the same 
conditions. Lower temperature (−10oC) increases enantioselectivity to 83 % ee at, but 
with only 49 % yield. It is possible to reuse the nanocrystalline PbBiO2Br (4, Fig-
ure 12.16), but black organic surface deposits lead to significantly slower conver-
sions. When the microreactor with 1 mm diameter tubes was used to increase the 
light intensity the irradiation times were reduced to 3 and 10 hours at r.t. and −10oC 
with product yields of 41 % and 69 %, respectively. 

1 2

NO

HO P OMe

O

N

3 4

5

+

 

Figure 12.16: Semiconductors (1–4) used in C–C bond formation. [19] Phos–Texas–Red (5), com-
pound for covalent surface immobilization on TiO2. 
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Moderate yield and good enantioselectivity of the product (9, Figure 12.17, 55 % 
yield, 71 % ee) was obtained when unmodified TiO2 was used after 20 hours irradia-
tion with 440 nm as it absorbs only a small fraction of visible light. The microreactor 
setup helps to increase light intensity and thus reduces the reaction time to three 
hours affording good yield of the product (9, Figure 12.17, 76 % yield, 74 % ee). Sur-
face modified TiO2 (2, Figure 12.16) allows the reaction to run with green light 
(530 nm) (9, Figure 12.17, 65 % yield, 81 % ee, −10 °C).  

The nanocrystalline PbBiO2Br photocatalyst (4, Figure 12.16) in combination 
with homogeneous organic catalyst is also applicable to bromoacetophenone (10a) 
and 2,4-dinitro benzylbromide (10b) as different bromo-precursors (Figure 12.18). 
This represents the first application of heterogeneous photocatalysis for enantiose-
lective transformations. 

As described above, comparable reactions have been developed for TiO2 before, 
but without stereo control of the product. [55, 74, 75]  
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Figure 12.17: Enantioselective α-alkylation of an aldehyde catalyzed by heterogeneous semiconduc-
tor under irradiation with visible light. The chiral secondary amine provides the steric information to 
form the product. [19] 
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Figure 12.18: Alkylations using bromoacetophenone (10a) in CH3CN or 2,4-dinitrobenzylbromide 
(10b) in DMSO, chiral amine 8, PbBiO2Br (4) and blue light.
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12.2  Organic semiconductors 

Organic semiconductors are materials with an extended, conjugated π-electron sys-
tem. Depending on the molecular weight they can be classified into small molecules 
and polymers. Figure 12.19 depicts the chemical structure of different organic semi-
conductor materials. The combination of the unique electronic and optical properties 
with the ease of processing as well as the possibility to change the properties from 
isolator to metal by doping, enable broad applications in organic electronics, like 
organic field effect transistors, [76, 77] organic light emitting diodes, [78] and organic 
solar cells. [79] Optimization of device performance can be accomplished by align-
ment of the HOMO and LUMO energy levels and the band gap by structural modifica-
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Figure 12.19: Chemical structures of conjugated small molecules and polymers. (DCV3T = dicyano-
vinyl-terthiophene [91]; PPP = poly(p-phenylene); PPy = poly(pyridine-2,5-diyl); P3AT = poly(3-alkyl-
thiophene-2,5-diyl); PPV = poly(p-phenylene-vinylene); g-C3N4 = polymeric graphitic carbon nitride; 
T_2 = tris(aza)pentacene [116]). 
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tion. [80, 81] The possibility to manipulate the optical and electrochemical properties 
by molecular design makes organic semiconductor materials appealing for applica-
tion in photocatalysis. Tuning of the physical properties by structural engineering 
requires basic knowledge of the energy structure and charge transfer on the molecu-
lar level. A short overview is presented in the following chapters.  

12.2.1  Basic properties of organic semiconductors 

12.2.1.1  Band structure and band gap 
The semiconductor properties arise from the alternating single-double-bond struc-
ture resulting in a delocalization of π-electrons along the σ-bond backbone. In ideal 
organic crystals interaction of the π- or π*-orbitals, respectively, within the back-
bone and between adjacent molecules, causes hybridization of the energy levels 
leading to a three-dimensional band structure. [81] Analogous to inorganic semi-
conductors, the highest occupied band (which originates from the HOMO of a single 
repeating unit) is defined as VB, while the lowest unoccupied band (emerging from 
the LUMO of a single monomer unit) is called the CB. The energy difference is called 
the band gap EBG. [81] The degree of delocalization depends on the nature of bond-
ing as well as the crystallinity of the organic semiconductor materials. Organic sol-
ids are composed of individual molecules. Intermolecular bonding is caused by 
weak van-der-Waals interactions, hydrogen bonds and π-π-interaction typically 
producing rather disordered, polycrystalline or amorphous materials. [77] Compared 
to the strong covalently-bonded (or ionic) three-dimensional crystal structure in 
inorganic semiconductors, the electronic delocalization is rather low resulting in 
small bandwidths. [82] In principle, an enhanced overlap of π-orbitals implies a 
higher electron delocalization leading to a broadening of the bands and a narrowing 
of the band gap. Appropriate choice of conjugated backbone and substituents de-
termine planarity and molecular organization thus crystallinity as well as the posi-
tion of the energetic levels. [80]  

12.2.1.2  Photoinduced electron transfer – Exciton generation and dissociation 
The weak intermolecular interactions in organic solids have also implications for 
the electronic excited states. Absorption of a photon (hν = EBG) excites an electron 
from the VB to the CB generating a strongly bound electron-hole pair, a Frenkel 
exciton. In comparison to inorganic materials, the optical excitations are usually 
localized on one molecule due to the low extension of the electronic wavefunction. 
[82, 83] Coulomb forces between the electron and the hole result in binding ener-
gies typically between 0.5 to 1.0 eV, which correspond to an exciton diffusion 
length of few nanometers. Interactions of the electron-hole pair with electron ac-
ceptors or donors leads to exciton dissociation by electron transfer reactions (chem-
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ical doping). [82] The dissociation of the electron-hole pair is favorable if the differ-
ence of energy between the ionization potential of the excited donor and the elec-
tron affinity of the acceptor is larger than the exciton binding energy. Beside the 
desired reaction, the electron-hole pair can recombine in various loss mechanisms 
under dissipation of energy. [80] The purity of organic semiconductors compared to 
their inorganic counterparts is rather low. Conjugated semiconductors exhibit a 
high density of traps, which emerge from chemical and physical defects and can 
act as sites for exciton recombination or as doping agents. 

12.2.2  Application of conjugated polymers in photocatalysis 

Conjugated organic semiconductors allow the tuning of their physical properties by 
structural modification. Adjustment of the energy levels can be used to enhance the 
thermodynamic driving force of photocatalytic reactions. Control of the band gap 
energy enables absorption in the visible part of the solar radiation spectrum. How-
ever, in comparison to inorganic semiconductors, this class of materials is rarely 
investigated as photocatalysts. In this chapter selected examples of undoped, metal-
free, polymeric organic semiconductor materials as photocatalysts are presented. 

12.2.2.1  Linear conjugated polymers 
The photocatalytic degradation of water pollutants by the inorganic semiconductor 
TiO2 under UV irradiation was intensively studied due to its low toxicity, high stabil-
ity, and excellent photocatalytic performance. [46] However, the lack of absorption 
in the visible part of the solar spectrum constitutes a major drawback. In order to 

Table 12.2: Energy levels, band gaps and potentials of π-conjugated polymers. 

π-conjugated polymer EHOMO

[eV]
ELUMO

[eV]
EBG [eV] EVB

[V]a
ECB  

[V]a 
Ref. 

Poly(3-octylthiophene-2,5-diyl) 5.2[c] 3.4[d] 1.9 1.2[b]  [119] 
Poly(pyridine-2,5-diyl) 5.8[e] 3.4[d] 2.4 1.1[f] −1.3[g] [90] 
Poly(p-phenylene) 6.1[e] 3.2[d] 2.9 1.4[f] −1.5[g] [90] 
Polymeric graphitic carbon nitride 2.7 1.15 −1.55 [107] 
Graphite oxide 5.9–6.4[h] – 2.4–4.3[i] – –  [120] 

[a] All values are reported in reference to the SCE electrode. If necessary the original values were 
converted according to reference [121]. EVB determines the top of the VB. ECB depicts the bottom of CB. 
[b] Oxidation onset measured by cyclic voltammetry. [c] Estimated from the oxidation onset using the 
following equation: EHOMO = Eox,onset − E1/2(Fc/Fc+) − 4.8 eV. [d] Calculated according to: ELUMO = EHOMO − EBG; 
[e] Measured by atmospheric UV photoelectron analyser. [f] Calculated from EVB = EHOMO − 4.7; 4.7 eV 
was assumed as a scale factor relating SCE to vacuum. [g] Calculated from ECB = EVB − EBG. [h] The top 
energy level of the VB to vacuum, was obtained by DFT calculations for 12.5 % and 25 % O coverage. 
[i] The bandgap energy depends on the oxidation level.
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use solar energy more effectively, stable linear π-conjugated organic polymers with 
band gaps in the visible range were developed for the degradation of organic pollu-
tants like textile dyes [84] and agrochemicals. [85–87] Yamamoto et al. investigated 
the photocatalytically active poly(3-octylthiophene-2,5-diyl) and poly(2,5-dihexoxy-
p-phenylene) films for wastewater treatment. [85, 86] The degradation rate could be 
increased by introduction of molecular oxygen. Based on the detection of different 
active oxygen species and decomposed intermediates, a degradation mechanism 
involving hydroxyl radicals, generated from superoxide radical anions in several 
steps, was proposed. [86] Superoxide radical anions are formed by the initial elec-
tron transfer from the photoexcited polymer to molecular oxygen. Despite the for-
mation of active oxygen species the π-conjugated polymer films were stable. [86] 

Besides the photochemical activation of molecular oxygen, π-conjugated linear 
polymers were applied for the heterogeneous photocatalytic reduction of water [88–
90], carbonyl compounds [89, 90], alkenes [89, 90] and CO2 [92–94] in the presence 
of tertiary amines as sacrificial electron donors (Figure 12.20). 

The approach to use organic semiconductors for selective photoreductions was 
developed and established by Yanagida and co-workers. They showed that the inter-
faces of linear poly(arylene) systems provide efficient charge separation and elec-
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Figure 12.20: Application of poly(arylene) systems as photocatalyst in organic synthesis. [89, 90, 92]  
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tron transfer upon photoexcitation. The photoreduction of aromatic carbonyl com-
pounds [89, 90] could be selectively controlled by the structure of the polymeric 
photocatalyst. Under visible light irradiation (λ > 400 nm), poly(pyridine-2,5-diyl) 
(PPy) exclusively afforded the corresponding alcohol in good yields. Poly(p-phe-
nylene) (PPP) reduced the carbonyl compound to the alcohol and/or the one-elec-
tron-transfer coupling product – the pinacol – dependent on the reduction potential 
of the intermediary hydroxyl radical, the steric demand of the substituents and the 
reaction conditions (Figure 12.21). It is worth noting that the photoinduced reduc-
tion of benzaldehyde in methanol using PPP provided selectively the corresponding 
pinacol. [89, 90] 

The preference in the product formation could be explained by mechanistic in-
vestigations. Photoexcited state quenching of PPP* with triethylamine provided a 
PPP-radical anion, which transfers electrons to the carbonyl compound leading to 
the observed reduction products, while oxidative quenching of the excited PPy* 
leads to sequential electron or hydride transfer. The lack of repulsion in PPy be-
tween the hydrogen atom at the 6 position and the nitrogen atom of the adjacent 
repeating unit facilitated the formation of coplanar chains enabling efficient elec-
tron delocalization of the radical anion PPy∙− and stabilization of hydrogenated co-
planar quinoid-like PPy-intermediates (Figure 12.22). Similar to the NADH-reduction 
mechanism, the hydrogenated PPy could transfer hydrides to aromatic carbonyl 
compounds. This pathway is assumed to be decisive for the conversion of carbonyl 
compounds whose reduction potential is more negative than the CB potential of PPy 
(Table 12.2). [90] Rouch et al. investigated the influence of Brønsted and Lewis acids 
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Figure 12.21: Photoreduction of carbonyl compounds using linear π-conjugated polymers; eCB = elec-
tron in the CB of the semiconductor; hVB = hole in the VB of the semiconductor; TEA = triethylamine. 
[89, 90] 
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on the reaction rate of the PPP-catalyzed photoreduction of benzaldehyde to the 
pinacol-coupling product. [95] The addition of Brønsted acids accelerated the reac-
tion rate remarkably. Oxalic acid increased the relative rate by a factor of 39.5 in 
comparison to the photocatalytic system without acid. Additionally, an enhanced 
product formation was observed (90 % (oxalic acid) vs. 76 % (no acid)). The addition 
of a Lewis acid also results in an enhancement of the reaction rate, but the yield 
decreased significantly (rel. rate of 7.8, 53 % yield for aluminium chloride). [95] 

12.2.2.2  Conjugated polymers with layered structure 
Carbon nitride is one of the oldest synthetic polymers. Berzelius and Liebig already 
synthesized and described a polymeric derivative in 1834. [96] However, the first 
reported application as metal-free catalyst emerged 2006. [97, 98] Polymeric gra-
phitic carbon nitride (g-C3N4) is the most stable allotrope of carbon nitride. The scaf-
fold is constructed from N-bridged tri-s-triazine units forming a π-conjugated layer 
with remarkable thermal (up to 600 °C in air) and chemical stability. [117] Carbon 
nitride not only provides the requirements of a photocatalyst, but also features sur-
face basicity due to terminating amino groups and the lone-pair on the heteroatoms 
of the poly(tri-s-triazine) framework (Figure 12.23). [99]  
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Figure 12.22: Hydride mechanism – Formation of hydrogenated PPy. [90] 
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Figure 12.23: Possible photocatalytic strategies and chemical structure of g-C3N4 and the tri-s-triazi-
ne building block. [117] 

Besides several applications in photochemical water splitting [100–102] as well 
as photodegradation of dyes and pollutants, [103–106] g-C3N4 was successfully ap-
plied to organic synthesis as visible light photocatalyst (Figure 12.23). Antonietti 
et al. investigated selective oxidation reactions of alcohols and amines by carbon 
nitride photocatalysis with visible light (λ > 420 nm) and molecular oxygen as termi-
nal oxidant (Figure 12.24). [99, 107, 108] To improve the photocatalytic performance 
of the organic semiconductor, they enhanced the specific surface area from 8 m2/g 
(bulk g-C3N4) to ca. 200 m2/g (mpg-C3N4) by introduction of porosity using silica na-
noparticles as templates. [99] Photoexcited mesoporous polymeric g-C3N4 (mpg-C3N4) 
exhibits a high oxidation potential of the CB (−1.55 V at pH 7 vs. SCE (Table 12.2)) 
capable of activating molecular oxygen by electron transfer. Subsequent photooxi-
dation of the substrates by the hole in the VB (1.15 V at pH 7 vs. SCE (Table 12.2)) and 
deprotonation/dehydrogenation by the activated radical oxygen species afforded 
the corresponding aldehydes/ketones or imines, respectively. The high surface ba-
sicity of mpg-C3N4 facilitates deprotonation, additionally. [99] The oxidative dehy-
drogenation reaction of primary amines tolerated the introduction of electron-
withdrawing and donating groups on the aromatic moiety. [107] The photogenerat-
ed primary imines underwent consecutive coupling reactions with unconsumed 
starting material. The catalyst could be recycled several times for the aerobic oxida-
tive coupling of benzylamine into N-benzylidene benzylamine without loss of pho-
tocatalytic activity. The high reactivity of the generated primary imines was used in 
a one-pot synthesis photocatalytic cascade reaction providing benzoheteroazoles 
with high conversion. Benzimidazoles and benzothiazoles could be obtained with 
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high selectivity (91–98 %). However, the one-pot synthesis of benzoxazoles proceed-
ed with low to moderate selectivity (24–75 %). [107] Tertiary iminium ions were 
trapped with various nucleophiles in a Mannich-type reaction forming highly func-
tionalized amines in good to excellent yield. [108] 

Another strategy to improve the photocatalytic performance of carbon nitride is 
the formation of semiconductor composites with graphene-based materials. [109, 
110] The enhancement of the photocatalytic efficiency is mainly ascribed to the facil-
itated electron-hole pair separation on the hybrid interface and the suppressed re-
combination of charge carriers. Carbon-semiconductor hybrid photocatalysts, espe-
cially inorganic semiconductors like TiO2, have been investigated and applied to the 
photodegradation of organic environmental contaminants and for photoinduced 
hydrogen production. [111, 112]  

Liao et al. recently reported the modification of g-C3N4 with an electron accept-
ing graphene oxide layer to enhance the photocatalytic capability under visible light 
irradiation (λ > 400 nm). [109] Graphene oxide (GO) can be considered as the oxida-
tive equivalent of graphene exhibiting several oxygen-containing functional groups, 
e. g. epoxides, alcohols, lactols, ketones, and carboxyl groups (Figure 12.25). The 
degree of oxidation determines the band gap and conductivity, fully oxidized GO is 
an electrical insulator, whereas partially oxidized GO shows semiconducting prop-
erties. [122] The kinetic constant for the degradation of rhodamine B by the GO/g-C3N4 
hybrid photocatalyst exceeds the value for unmodified g-C3N4 by a factor of 3.80. 
The enhancement results from efficient transfer of the photogenerated electron from 
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Figure 12.24: Carbon nitride photocatalyzed oxidation reactions. R = (hetero)aryl; R′ = alkyl,aryl; 
R′′ = aryl; Nu = -CH2-NO2, -CH2(CO2Me)2, -CH2COMe; R1 = alkyl, aryl; R2 = H, alkyl. [99, 107, 108]  
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the CB of g-C3N4 to GO. The hole generated in the VB of g-C3N4 oxidatively degrades 
rhodamine B (Figure 12.26). [109] 

Tan and co-workers used GO as a co-catalyst in the photoinduced α-functionali-
zation of tertiary amines by Rose Bengal (RB) using green light (Figure 12.27). [113] 
The addition of GO to the reaction system increased the reaction rate, whereas natu-
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Figure 12.25: Simplified chemical structure of a single graphene oxide (GO)-layer according to the 
Lerf–Klinowski model. [118] 
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Figure 12.26: Proposed mechanism of the visible-light-induced oxidative degradation of rhodamine 
B on a GO/g-C3N4 interface. [109] 
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ral, hydrophobic graphite and activated carbon showed no effect. The α-cyanation 
of N-aryl-tetrahydroisoquinoline with TMSCN in the presence of the carbon catalyst 
GO increased the yield from 60 % to 97 %. Mechanistic investigations showed that 
GO exhibits no photocatalytic activity itself, could be recycled, and that the π-π 
interaction between GO and RB is low. Based on the preliminary results the catalytic 
effect could not be rationalized. [113] 
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13  Polyoxometalates in photocatalysis 

13.1  Introduction 

Metal oxides are considered to be one of the technically most important and chemi-
cally most intriguing families of inorganic compounds. They feature a variety of 
catalytic and photocatalytic properties with applications in fundamental as well as 
in applied research. [1] Besides the classical solid-state metal oxides, there is the 
fascinating class of molecular metal oxide clusters, the so-called polyoxometalates 
(POMs) which can be considered molecular analogues of traditional solid state 
metal oxides. [2–4] 

13.1.1  Polyoxometalates – Molecular metal oxide clusters 

The POMs are molecular metal oxide cluster compounds which are typically formed 
in self-assembly reactions by oligo-condensation of small oxometalate precursors, 
e. g. VO3

−, MoO4
2− or WO4

2−, often in the presence of templating anions such as SO4
2−, 

PO4
3− or SiO4

4−, see Figure 13.1. During the cluster assembly, precise control of sec-
ondary reaction parameters such as solvent, solution pH, temperature and pres-
sure, redox-agents or counterions allows the adjustment of the final cluster archi-
tecture. [2–4]  

12 WO4
2- + PO4

3- + 24 H+

PO4
3-H+ H+

[PW12O40]3- + 12 H2O

 

Figure 13.1: Formation of the archetypal Keggin anion [PW12O40]3− .Top: Scheme showing the oligo-
condensation reactions of tungstate ions [WO4]2− in acidic aqueous media. In the presence of phos-
phate templates, this reaction leads to the formation of the Keggin anion [PW12O40]3−. Bottom: For-
mal self-assembly of the Keggin anion [PW12O40]3−. Step 1: Proton-induced expansion of the coordi-
nation shell, resulting in the transformation of a tetrahedral [WO4]2− to an octahedral [HxWO6]n− frag-
ment. Step 2: Postulated self-aggregation into secondary building units (here, a so-called [W3O13] 
triad, N.B.: these units are postulated intermediates and are typically not isolated). Step 3: Tem-
plate-assisted cluster formation; the cluster structure is highly dependent on the template geome-
try. Colour scheme: W: blue, O: red, P: purple.
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The most well-studied subclasses of POMs are based on group 5 and 6 metal 
oxoanions such as vanadates, molybdates, and tungstates. [5] The molybdate and 
tungstate chemistry is dominated by the formation of heteropolyoxometalates 
[XxMyOz]n− (M = Mo, W), where heteroelements X are incorporated in the cluster 
shell, leading to the formation of highly stable and reactive molecular units, see 
Figure 13.1. Further, molybdate and tungstate solution chemistry is characterised 
by the aggregation of very large metal oxo clusters with up to 368 metal centres 
combined in one molecular unit. [6] In contrast, vanadate chemistry is more fo-
cussed on small to medium-sized clusters, typically featuring between 4 and 
30 vanadium centres. [7] Vanadates feature a large structural variety mostly due to 
the wide variety of coordination geometries adopted by the vanadium metal centres 
which range from tetrahedral [VO4] to square pyramidal [VO5] and octahedral [VO6] 
units. [7] In contrast, the metal centres in Mo- and W-based clusters are often found 
in an octahedral [MO6] coordination environment, thereby somewhat restricting the 
accessible cluster shells.  

13.1.2  Concepts in polyoxometalate photochemistry 

It has been known for several decades that polyoxometalates feature a rich photo-
chemical activity. [8] To understand why polyoxometalates have attracted as much 
interest as photoactive materials, [9] the electronic consequences of cluster irradia-
tion need to be considered. As the clusters typically feature fully oxidized d0 metal 
centres, light absorption is mainly controlled by O→M ligand-to-metal charge trans-
fer (LMCT) bands in the region of λ = 200–500 nm. [10, 11] As a result of photon 
absorption, an electron is promoted from a doubly occupied bonding orbital 
(HOMO) to an empty, antibonding orbital (LUMO), resulting in the generation of 
an oxo-centered radical. [12] The photoexcited cluster species therefore is highly 
reactive and is a better oxidizing agent (higher electron affinity Eea) and a better 
reducing agent (lower ionisation energy EI) than the ground-state cluster species, 
see Figure 13.2. [11] 

Besides the facile photoexcitation using near-visible or UV-light, POMs offer ad-
vantages as homogeneous or heterogeneous photocatalysts:  

Vacuum energy

W=O
VI

W–O
V

ground
state

photoexcited
state

Eea

El

El

Eea
E

Figure 13.2: Simplified orbital diagram illustrating the 
ground state and excited state orbital occupation: photoex-
citation results in the promotion of an electron from a bond-
ing to an antibonding orbital. The resulting excited species 
features lower ionisation energy (EI) and higher electron af-
finity (Eea) than the ground state species and is, therefore, 
both a better oxidizing agent and a better reducing agent  
than the ground state species. 
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1. POMs show strong light absorption with high absorption coefficients 
ε > 1 × 104 M−1 cm−1), although the absorption maxima are often found in the UV 
region. Tailing of these LMCT bands into the visible region can be used to tune 
light absorption, particularly for molybdate and vanadate clusters (vide infra). 

2. POMs show interesting redox-activity and can undergo photoredox reactions to 
catalyze substrate oxidation or substrate reduction and can be used with a wide 
range of substrate molecules, see Figure 13.3.  

3. The structural integrity of the cluster shell is often maintained during the pho-
toredox processes, thereby allowing the application of the POM as a catalytic 
species. 

4. Due to the large number of and type of metal centres, POMs can undergo multi-
electron redox-events, making them interesting compounds for multi-step pho-
toredox-systems. 

5. Re-oxidation of the reduced species is often possible using molecular oxygen or 
hydrogen peroxide; without degradation of the cluster compounds even under 
harsh reaction conditions. 

13.1.3  The basics of POM photochemistry 

Although POM photoreactivity had been known previously, the systematic study of 
polyoxometalate photocatalysis became a mainstream topic only in the 1980s and 
was pioneered by the groups of Hill, Papaconstantinou, Yamase, and others. [8, 10, 
11, 13] These initial studies were focussed on the photooxidation of organic sub-
strates using three types of clusters, i. e. heteropolyoxometalates of the Keggin-type 
[XM12O40]n− and Dawson-type [X2M18O62]n−, respectively, (M = Mo, W; X = Si, P, etc.) as 
well as the decatungstate ion [W10O32]4–. [14] 

POMox

3

1

2

POMred

POM*
ox

hν

S1
ox

S1
red

S2
ox

S2
red

 

Figure 13.3: General scheme of a polyoxometalate-based photoredox-cycle: (1) Photoexcitation of 
the oxidised cluster, POMox by photon absorption; (2) Oxidation of Substrate (S1) and reduction of 
the cluster giving POMred; (3) Reduction of a second substrate (S2) and re-oxidation of the cluster. 



250 | Carsten Streb, Katharina Kastner, Johannes Tucher 

13.1.4  Traditional photooxidation of organic substrates 

The polyoxometalate-catalyzed photooxidation of organic substrates follows a gen-
eral photoredox-cycle as outlined in Figure 13.3 with S1 = organic substrate (i. e. elec-
tron donor) and S2 = electron acceptor, e.g. O2, H2O2, H+. [8, 10, 11, 15–18] In general, 
two possible oxidation mechanisms are discussed, depending on whether the reac-
tion proceeds under strictly inert conditions, in the absence of water, or in the pres-
ence of water molecules. [19]  
(I) In the presence of water, it is generally accepted that water molecules are pre-

associated with the cluster shell via hydrogen-bonds. After photoexcitation of 
the cluster M−O bonds, this pre-association allows the facile hydrogen-atom ab-
straction by homolytic H−OH bond cleavage, resulting in the formation of a hy-
droxyl radical OH∙ and a protonated, reduced M−OH species. [10, 11, 18] 

(II) In the absence of water, the substrate pre-associates with the cluster, and upon 
photoexcitation, hydrogen atom abstraction from the substrate is achieved di-
rectly by the cluster-based oxo-radical. [11, 20] 

13.2  Recent developments in POM photochemistry 

Over the last decade it has been accepted worldwide that a shift of energy sources to 
sustainable, carbon-neutral systems is required in order to limit the effects of global 
warming for future generations. [21] One promising approach is the use of photo-
chemical systems where sunlight is converted into useful chemical energy. Polyoxo-
metalates have been used in a range of photoreductive reactions with direct environ-
mental impact, i. e. the homogeneous photoreductive activation of CO2 on POMs and 
the photoreductive production of hydrogen. In addition, POMs have recently become 
major candidates in the search for viable light-driven water oxidation catalysts. 

13.2.1  Water oxidation by Ru- and Co-polyoxometalates 

Over the last years it has been demonstrated that transition metal-substituted POMs 
can be used as inorganic, homogeneous catalysts for the oxidation of water to mo-
lecular oxygen and protons. [22–29] The 4-electron water oxidation represents the 
critical step of the water splitting reaction which can be used to generate hydrogen 
from water for use as a secondary energy carrier. Importantly, this system needs to 
be driven by sunlight to achieve direct conversion of solar to storable chemical en-
ergy. The development of stable and economically viable catalysts which can per-
form the sunlight-driven water oxidation would be a major advance towards carbon-
neutral energy systems. Recently, POM-based systems have been reported where 
the active water oxidation catalyst (e.g. [Ru4(O)4(OH)2(H2O)4(γ-SiW10O36)2]10–25,29 or 
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[Co4(H2O)2(PW9O34)2]10–23,27) has been coupled with ruthenium-based photosensitizers 
which allowed the development of stable water oxidation complexes. [22–24, 28] One 
remarkable example is the cobalt-POM-based system reported by Hill et al. where a 
[CoII

4(H2O)2(PW9O34)2]10− cluster acts as the water oxidation catalyst and a visible 
light-driven [Ru(bpy)3]2+/3+ redox couple (bpy = 2,2′-bipyridine) acts as an electron 
shuttle which transfers electrons from the water-oxidising Co-POM to the stoichio-
metric electron acceptor, see Figure 13.4. Under optimised conditions, the systems 
features turnover numbers > 220 and high quantum yields of up to ϕ�� = 0.30. [23] 

13.2.2  Polyoxoniobate water oxidation 

Very recently, Peng et al. demonstrated that water oxidation is also possible  
using niobium-based POM clusters such as [{Nb2(O)2(H2O)2}{SiNb12O40}]10− which fea-
tures Niobium-based Keggin clusters linked into infinite 1D chains by dinuclear 
{Nb2(O)2(H2O)2} moieties, see Figure 13.5. [30] The {Nb2(O2(H2O)2} units possess binding 
sites which allow the coordination of water to the cluster and represent a vital prereq-
uisite for efficient water oxidation. Initial studies show that the Nb−POM can be com-
bined with a hydrogen-evolving catalyst, thus forming a heterogeneous system for 
the splitting of water into oxygen and hydrogen. When a suspension of the Nb−POM 
in pure water is irradiated with UV-light in the presence of the co-catalyst NiO, the 
formation of oxygen and hydrogen was detected, albeit at relatively low turnover 

4 [Ru(bpy)3]2+

4 [Ru(bpy)3]3+

cat

2 H2O

O2 + 4 H+ 2 S2O8
2-

4 SO4
2-

hν

 

Figure 13.4: Visible-light-driven water oxidation catalyzed by the Co-substituted POM cluster 
[Co4(H2O)2(PW9O34)2]10. Step 1: Light-induced oxidation of [Ru(bpy)3]2+ in the presence of peroxodisul-
phate [S2O8]2−. Step 2: Water oxidation catalyzed by the Co-POM and electron transfer to the oxi-
dised [Ru(bpy)3]3+. Colour scheme: Tungstates: blue polyhedra; Co: orange; O: red. Water ligands on 
the Co-centres: large red spheres. 
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numbers. The authors suggest that the system might be combined with Ru-based 
photosensitizers to allow photoactivity in the visible range. In addition, higher turno-
ver numbers need to be obtained to achieve truly photocatalytic water splitting. 

13.2.3  Water oxidation by Dawson anions in ionic liquids 

A completely different concept for POM-based water oxidation has recently been re-
ported by Bond et al. In their work, they demonstrated that UV-irradiation of classic-
al Dawson clusters [P2W18O62]6− in water-containing ionic liquids such as 1-bu-
tyl-3-methylimidazolium tetrafluoroborate or diethanolamine hydrogen sulfate  
results in the oxidation of water, yielding molecular oxygen and protons. [31] This 
reactivity is remarkable since the Dawson anion [P2W18O62]6− does not show this type 
of reactivity in purely aqueous phase or in other traditional solvents such as ace-
tonitrile or dichloromethane. [31]  

The authors attribute this unique reactivity to two effects which are both related 
to the use of ionic liquids. First, the formal reversible redox potentials EF

0 of the clus-
ter are much more positive in ionic liquids as compared with other organic solvents 
and shifts of more than 500 mV are observed. In addition, it has been reported that the 
structure of water aggregates in ionic liquids is very different from the well-known 
hydrogen-bonded structure of bulk water and might therefore facilitate water oxida-
tion. [32] A drawback of the reaction is the use of UV-light instead of visible light, and 
photosensitisation might be employed as one strategy to allow the use of visible light. 

 

Figure 13.5: Polyoxoniobate water splitting catalyst [30]. Top: Illustration of the {Nb2(O)2(H2O)} (green)-
linked chains of {SiNb12O40} clusters (blue). Bottom: Detailed illustration of the dinuclear {Nb2(O)2(H2O)} 
linking units which feature seven-coordinate niobium(V) centres, each binding one water ligand (large 
red spheres). Colour scheme: Niobate: blue and green polyhedra; Nb: green; Si: purple; O: red. 
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13.2.4  Photoreductive CO2-activation 

In order to activate small molecules such as CO2 on POM clusters, a binding site 
needs to be incorporated into the cluster shell, as interactions between CO2 and the 
negatively polarized oxo-shell of the cluster anion are electrostatically non-
favoured and it was suggested that metal-substituted Keggin anions of the type 
[TM(L)XW11O39]n− (TM = transition metal; L = ligand, X = heteroatom) could be used 
as CO2 binding sites. [33] 

The concept involves coordination of CO2 to a transition metal centre such as Co 
or Ru. [34] Subsequent reductive activation of the carbon dioxide by irradiation of 
the photoactive LMCT bands of the cluster ion in the presence of a sacrificial electron 
donor was proposed. Recently, this concept was employed by Neumann et al. and 
resulted in the development of a homogeneous system for the photochemical reduc-
tion of CO2 by C=O bond activation. [35] A Ru-substituted lacunary Keggin anion, 
[RuIII(H2O)SiW11O39]5− (Figure 13.6) was employed in a toluene solution in the presence 
of CO2 using triethyl amine as the sacrificial electron donor. After irradiation with 
UV-light, CO was identified as the only CO2-based reaction product. The computa-
tional study of the proposed reaction intermediates showed that triethyl amine does 
not only act as a sacrificial electron donor (reducing agent) but, in addition, acts as 
a supramolecular stabiliser in the cluster-based CO2-activation, see Figure 13.6. 
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Figure 13.6: Left: Polyhedral representation of the [RuIII(H2O)SiW11O39]5− cluster in front and side 
view. Colour scheme: tungstates: blue, Ru: orange, O: red. H2O: large red sphere. Right: Proposed 
scheme of the triethyl amine-assisted activation of CO2 on the Ru-substituted cluster anion 
[Ru(CO2)SiW11O39]5−.  
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Based on these analyses, Neumann et al. proposed a reaction mechanism where a 
CO2-binding complex, {Ru(CO2⋯NEt3)SiW11O39} is formed and subsequent reductive 
C−O bond activation is achieved photochemically in two consecutive steps, result-
ing in the formation of carbon monoxide, acetaldehyde and diethyl amine. [35] 

13.2.5  Photoreductive H2 generation 

One remarkable feature which has often been observed during the photooxidation 
of organic substrates was the ability of the photoreduced cluster species to sponta-
neously reduce protons to molecular hydrogen under anaerobic conditions where 
re-oxidation of the reduced cluster species can occur by electron transfer to protons 
(facilitated in the presence of colloidal Pt or other hydrogen formation catalysts). It 
was shown by several groups that it is crucial to use a cluster which can undergo 
multiple electron reductions while preventing cluster decomposition. [15, 36–38] 

Typical examples for this behaviour are the Keggin and Dawson anions as well 
as the decatungstate cluster [W10O32]. [4–15, 36–38] It should be noted though that to 
date, this scheme still requires the use of a sacrificial electron (and proton) donor 
such as primary or secondary alcohols. Therefore, the system can only work eco-
nomically as a hydrogen generating catalyst if it is further developed to use readily 
available substrates such as water as the electron/proton donor.  

Recently it has been demonstrated that POM-based hydrogen-production sys-
tems can be up-scaled from the laboratory scale towards small, portable pilot-plant 
dimensions. [39] The authors developed a flow-reactor where a reaction mixture 
consisting of the photocatalyst ([W10O32]4− or [SiW12O40]4−), 2-propanol, water and 
colloidal Pt was pumped through fused-silica tubing equipped with solar concentra-
tors and exposed to sunlight to test the ability of hydrogen generation on a prepara-
tive scale. Under typical operative conditions (radiation flux 800–1000 W/m2), the 
authors were able to obtain hydrogen production rates of up to 180 ml/h and the 
system remained operational for several days.  

13.3  Optimizing photocatalytic performance of polyoxometalates 

13.3.1  Structurally adaptive systems 

Traditional POM photocatalysis has been mainly focussed on the reactivity of mo-
lybdate and tungstate clusters whereas vanadium-based clusters were often consid-
ered to be too labile or too unreactive to show useful photochemistry. Recently, it 
was demonstrated, that purely vanadium oxide based cluster systems can be em-
ployed as photoactive systems for the selective oxidation of organic substrates. [40] 
The systems illustrate some of the key advantages of vanadates over molybdate- 
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or tungstate-based systems: in the study it was shown that visible light photoex-
citation can be achieved by the thermal activation of an inactive precursor, 
[V4O12]4− (= {V4}) which at elevated temperatures undergoes a reversible re-arrange-
ment to the active cluster, [V5O14]3− (= {V5}), see Figure 13.7. The structural change is 
accompanied by a bathochromic shift of the LMCT absorption band, resulting in 
visible light absorption by {V5}. [41]  

Irradiation of a solution of {V5} in the presence of primary or secondary alcohols 
using visible light (λ > 380 nm) leads to the photooxidation of the alcohol and results 
in the formation of the corresponding carbonyl compound. It was demonstrated that 
in the case of methanol, this 2-electron oxidation is selective and results in the for-
mation of formaldehyde only. No higher oxidation products (formic acid, COx) were 
observed, see Figure 13.7.  

Upon reduction, the {V5} cluster undergoes an aggregation reaction as the {V5} 
unit is not stable under reductive conditions. The resulting aggregation can formally 
be described as a dimerisation where two reduced {V5} clusters aggregate and form 
a 2-electron reduced decavanadate species, [VIV

2VV
8O26]4− (= {V10}). The reduced {V10} 

species can be re-oxidised using molecular oxygen or aqueous hydrogen peroxide. It 
should be noted that the re-oxidation using O2 is slow and requires a prolonged 
period of time for complete re-oxidation. 

13.3.2  Optimized photoactivity by metal substitution 

Recently, it was put forward that functionalization of inert metal oxo clusters with 
metal-oxo units having visible light photoactivity, such as the vanadium species 

CH3OH

H2O ⅟₂O2 +2 H+
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Figure 13.7: Vanadate-based photoredox-cycle. Left: Thermally activated conversion of the inactive {V4} 
to the active {V5} species. Centre: Selective photooxidation of methanol to formaldehyde and reductive 
cluster aggregation yielding the 2-electron reduced species. Subsequent re-oxidation can be achieved 
by molecular oxygen (slow) or by H2O2 (fast). {V4} = [V4O12]4−; {V5} = [V5O14]3−; {V10} = [VIV

2VV
8O26]4−.  
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[V=O]3+ might be a route for the assembly of highly stable, homogeneous visible-light 
photocatalysts. In an initial study, the well-known Lindqvist cluster family [M6O19]n− 
(M = Mo, W (n = 2); Ta, Nb (n = 8)) was used as a particularly promising model system 
as the chemical modification of Lindqvist clusters by incorporation of various metal 
centres has been studied intensely over the last decade, leading to the discovery of a 
range of heterometallic Lindqvist clusters [M′ (L)M5O18]n− (M = Mo, W; M′ = transition 
metal, e.g. Co, V, Zr, Hf, L = ligand, e.g. RO−, O2−, etc.), see Figure 13.8. [42–46] 

For the proposed photochemical study, the mono-vanadyl substituted Lindqvist 
cluster [VMo5O19]3− was compared with the native [Mo6O19]2− compound. [47] UV-Vis-
spectroscopy showed that the vanadium-substituted unit features several low-
energy LMCT transitions in the near-visible range around 400 nm, whereas the mo-
lybdate cluster absorbs light in the UV-region only. This was confirmed by time-
dependent density functional theory (TD-DFT) calculations which showed that 
[VMo5O19]3− features a number of V−O-based LMCT transitions in the region around 
400 nm. Vanadyl substitution can therefore in principle be used to photosensitize 
polyoxomolybdate-based cluster systems. A number of photochemical dye degrada-
tion reactions were carried out to understand the photochemical activity of both 
clusters and it was demonstrated that [VMo5O19]3− (TON = 1606, TOF = 5.35 min−1) 
shows higher turnover numbers (TON) and higher turnover frequencies (TOF) for 
the degradation of a triphenylmethane dye (patent blue V) as compared with 
[Mo6O19]2− (TON = 1308, TOF = 1.92 min−1) when irradiated with UV-light. In addition, 
only [VMo5O19]3− showed photoactivity when irradiated with monochromatic visible 
light (λ = 470 nm) whereas [Mo6O19]2− did not show any residual photoactivity. Metal 
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Figure 13.8: Left: Ball-and-stick representation of the general structure of the Lindqvist anion 
[M′Mo5O19]n− (M′ = V (n = 3) or Mo (n = 2)). Right: Photocatalytic dye decomposition under UV-
irradiation catalyzed by [VMo5O19]3− ({VMo5}) and by [Mo6O19]2− ({Mo6}). 
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substitution can therefore be used to improve both the general photoactivity and the 
photoactivity in the visible region of molecular metal oxide clusters. 

13.3.3  Inspiration from the solid-state world 

It is noticeable that solid-state metal oxides have attracted considerably more inter-
est as visible-light photocatalysts as compared with their molecular counterparts, 
the polyoxometalates. It was therefore considered that based on well-known solid-
state metal oxide photocatalysts, the synthesis of their molecular analogues might 
be a promising way for the development of homogeneous, molecular photocatalysts. 
Bismuth vanadium oxide, BiVO4, is a prime example as the solid-state oxide has 
been known to be a promising photocatalyst [48–50] whereas no molecular ana-
logues have been known until recently. Access to molecular bismuth vanadium 
oxide compounds was gained recently using a fragmentation-and-reassembly route 
where vanadium oxide precursors were fragmented in organic solution and re-
assembled in the presence of BiIII to give the first molecular bismuth vanadium oxide 
cluster, [H3(Bi(dmso)3)4V13O40] (= {Bi4V13}), see Figure 13.9. [51] The cluster is based on 
the so-called ε-Keggin architecture [ε-V12O36(VO4)]15− and is stabilized by four BiIII 
centres arranged on the cluster shell in a tetrahedral fashion. The compound shows 
visible-light absorption up to ca. 560 nm and photooxidative dye decomposition test 
reactions show that the cluster is stable as a homogeneous photocatalyst with turn-
over numbers TON = 1201 and turnover frequency TOF = 1.29 min−1). In addition, the 
cluster features three acidic protons which might make it interesting as a bifunc-
tional acid and photooxidation catalyst.  
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Figure 13.9: Left: Polyhedral representation of the first molecular bismuth vanadium oxide cluster 
[H3(Bi(dmso)3)4V13O40]. Colour scheme: Bi: orange, V: green, C: grey, S: yellow, O: red. Right: Visible-
light induced photooxidative dye decomposition by {Bi4V13} under irradiation with monochromatic 
visible light (λ = 470 nm).
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13.4  Conclusion 

Over the last decade, the focal point of polyoxometalate photochemistry has shifted 
dramatically and the main focus has moved from synthetic applications in oxidative 
organic synthesis to the development of photoactive systems for energy conversion 
and storage. A particularly thriving field is the development of POM-based water 
oxidation catalysts which often combine a high oxidative stability with a unique 
reactivity in light-induced multi-electron transfer processes. In addition, it has been 
shown that POMs not only offer exceptional properties as photooxidation catalysts, 
but can be chemically modified to provide reactive sites to allow the development of 
photoreductive systems. 

Several key issues are still impeding the further development of POM photocata-
lysts, first and foremost the combination of POMs with suitable photosensitizers. 
Various routes have been proposed in the literature, ranging from purely electrostat-
ic coupling between POM and photosensitizer through to hydrogen-bonded or cova-
lently functionalised systems. In addition, it has to be noted that thus far, the major-
ity of investigations were carried out using traditional POM prototypes such as 
Keggin- and Dawson-derived structures. However, as synthetic POM chemistry has 
also changed dramatically over the last decade, there are several cluster families 
whose photochemical properties have not been investigated yet. The challenge 
ahead is therefore not only the optimisation of existing systems but also the investi-
gation and development of novel, recently discovered POMs and their application in 
photoredox catalysis.  
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14  Description of excited states in photocatalysis 
with theoretical methods 

14.1  Introduction 

The theoretical treatment of molecules in their electronic ground state (GS, S0, re-
spectively) near the equilibrium geometry is nowadays rather straightforward. Effi-
cient and reliable methods are at hand to calculate energies and their derivatives 
w.r. to various external perturbations, including analytical gradients w.r. to dis-
placements of the nuclear positions as usually used in geometry optimizations. 
More problematic is the description of the dissociation of covalent bonds where 
static correlation effects start to play a role (the wavefunction is no longer dominat-
ed by a single determinant or configuration state function, but by several or many). 
Here, considerably more complicated multireference methods have to be used. 

The theoretical treatment of molecules in electronically excited states, however, 
is much more complicated and remains a challenge. In contrast to the GS, electroni-
cally excited states can hardly be treated by a single determinant or configuration 
state function, not even near equilibrium geometry. This calls for multireference 
methods, or, alternatively, for time-dependent response methods, such as time de-
pendent density functional theory (TD-DFT), or time dependent coupled cluster 
response theory (TD-CC response). 

An accurate quantum chemical treatment also requires a proper treatment of in-
termolecular interactions (hydrogen bonds, π-stacking). Furthermore, solvent ef-
fects may have to be considered, which can have a massive effect, particularly so for 
charge-separated charge transfer (CT) states. Possible ways to deal with solvation 
effects are reaction field methods (surrounding the molecule in a cavity by a contin-
uum) or an explicit treatment of solvent molecules via classical model potentials in 
a quantum mechanics/molecular mechanics (QM/MM) hybrid approach. 

All this makes almost every careful theoretical study complicated and time-
consuming. Unfortunately, photochemical reactions occur naturally on potential 
energy surfaces related to excited states: after absorbing one or more photons (in 
most cases a single photon) the wave packet representing the GS probability distri-
bution of the nuclei, is energetically lifted onto an excited state surface. The GS 
equilibrium geometry (Franck–Condon point) of course no longer corresponds to a 
minimum on the excited state surface. The wave packet, therefore, propagates on 
the excited state surface towards a minimum of the excited state surface. On its way, 
it may cross conical intersection seams. It may be reflected on a repulsive wall, etc. 
Propagating such wave packets explicitly, i. e. performing quantum dynamics calcu-
lations is computationally very expensive and only possible in a few dimensions. 
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Fortunately, already from the topologies of ground and the electronically excited 
state surfaces involved, i. e. from the relevant minimum energy geometries, transi-
tion states, and points on the conical intersection seams, a lot of the qualitative 
photophysics is already revealed. 

Theoretical electronic structure methods and experimental techniques comple-
ment one another. This is particularly true for ab initio methods, which are entirely 
independent from any experimental input in contrast to empirical or semi-empirical 
methods. If the two “dance together”, often new insight and understanding for the 
posed question can evolve. 

In this chapter, we want to present a short description of the concept of poten-
tial energy surfaces and possible processes therein. Some theoretical methods, rele-
vant in the present context, are described next. We focus here on time-dependent 
coupled cluster response methods on the ab initio side, and provide a very short 
overview on time dependent density functional theory. Applicability, weaknesses 
and limitations of these methods are also discussed. Subsequently, we discuss the 
description of solvation effects on the basis of QM/MM. In the last section we pre-
sent two examples in the context of chemical photocatalysis, in order to illustrate 
the application of theory in photochemistry and the conjunction with experimental 
results. For more detailed and profound information, we recommend for general 
aspects of the QM methods for photochemistry the reviews of Schmidt et al. [1], Gon-
zalez et al. [2] and Bernardi et al. [3]. A summary of the also described MM methods 
can be found in Ponder and Case [4]. For a detailed discussion of the QM/MM ap-
proach we refer to the review of H. Senn and W. Thiel [5]. 

14.2  The concept of potential energy surfaces 

For the understanding of the photophysics of a system, the information about the 
shape and the topological properties of the potential energy surfaces (PES)  for the 
ground state and the relevant excited states is crucial. These surfaces describe the 
energy of the corresponding state of the molecule as a function of the positions of 
its nuclei. Each surface is 3N-6 dimensional (3N-5 for linear molecules), where N is 
the number of nuclei. The concept of potential energy surfaces directly derives from 
the Born–Oppenheimer approximation [6], which separates nuclear and electronic 
motion on the basis of the relative mass of nucleus vs. electron. Nuclear motion in 
this framework is driven by forces generated due to the potential energy surfaces, 
which in turn are determined by the motion of the electrons. The topology of the 
PES directly maps onto the chemical properties of the system. In general, global 
minima represent stable, local minima metastable structures, and first-order saddle 
points are transition states. A chemical reaction corresponds to a path linking a 
minimum to another minimum via one (or several) first-order saddle points, and 
eventually other local minima in between. As an example, in Figure 14.1 a three 
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dimensional PES is shown. One can see three minima, one global, which represents 
the reactant of the given system and two local minima representing products A and B. 
The reaction path connecting these minima via two first-order saddle points is indi-
cated as a blue line. The reaction path linking reactant and product A is also dis-
played in the more familiar two-dimensional plot, for comparison. 

The Born Oppenheimer approximation neglects the non-adiabatic coupling ele-
ments, which contain first and second derivatives w.r. to the nuclear coordinates of 
the electronic wave functions on the ket side. These become large when the wave 
functions strongly change for small displacements in the nuclear coordinates. There-
fore, the Born Oppenheimer approximation only works for insulated states, i. e. for 
sufficiently separated PES (adiabatic regime). At points however, where two poten-
tial energy surfaces intersect, i. e. at the conical intersection seam, the energies of 
two states obviously are degenerate. Consequently, the two related wave functions 
describing the molecule at the conical intersection are arbitrary mixtures of the wave 
functions of the separated pure states. Obviously, when approaching a conical inter-
section seam the wave functions grossly change their character over a tiny change in 
geometry. The non-adiabatic coupling elements thus become large and the Born 
Oppenheimer approximation breaks down. At conical intersections the motion of the 
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Figure 14.1: Three dimensional potential energy surface (PES), with two dimensional chemical reac-
tion pathway from the reactant, which is here the global minimum, to the product A, which is here a 
local minimum. In both cases, the reaction energy Ea is depicted. The reactions follow the minimum 
energy path via the transition structures on top of the saddle points. 
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electrons and nuclei thus is strongly coupled and the system easily, efficiently, and 
very quickly crosses from one (adiabatic) PES to the other (non-adiabatic regime).  

Conical intersections between electronically excited states and the GS are, for 
example, used by nature to rapidly shed energy and to avoid photochemical reac-
tions in photoexcited nucleobases. One compelling reason for nature to have the four 
particular nucleobases as building blocks for DNA is their photostability, which is 
due to the existence of a conical intersection seam near the Franck–Condon point. [7] 

Conical intersections, postulated already in the 1930s [8, 3], have become 
ubiquitous in photophysics during the past two decades. For a non-linear three-atom 
molecule like ozone [9] the PES of two states touch in a single point. Due to this 
topology, it is often illustrated as a double inverse cone [10]. For bigger molecules 
the space of degeneracy corresponds to a 3N-8 dimensional hypersurface (there are 
two additional conditions to be fulfilled such that the two by two CI matrix involving 
the two relevant states yields two degenerate eigenvalues). For a more detailed 
discussion of this subject we refer to the article of David R. Yorkony [11]. 

In Figure 14.2 a photochemical reaction along one path is presented as an exam-
ple. The main adiabatic and non-adiabatic reactions are included in this picture. The 
first process is the absorption of a photon (in the time scale of fs), where the ground 
state S0 is lifted energetically to the first excited singlet state S1. After the relaxation to 
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Figure 14.2: Two dimensional PES for a possible photochemical processes. In the green shaded 
area, the adiabatic processes and photophysics are shown. F is fluorescence, Ph phosphorescence. 
In the blue shaded area all non-adiabatic processes are shown. The intersystem crossing (ISC) as 
well as the internal conversion (IC) in this example occurring via a conical intersection (depicted by 
the typical double inverse cone shape, if plotted in a three dimensional PES).
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the lowest vibrational level, the molecule can get back to the ground state by emit-
ting a photon. This is called fluorescence (F), which is happening in the ns range.  

Radiationless processes as well as the population of other spin states (e. g. triplet 
states), which are often important for photochemistry or photocatalysis are governed 
by non-adiabatic processes. The emission of a photon out of the triplet state, which is 
per se an adiabatic process, is called phosphorescence (Ph). This process takes place 
in the ms time range. As stated before, surface crossings are non-adiabatic processes. 
These crossings can occur between different spin symmetries. If the crossing 
involves states with different spin symmetry, one speaks of intersystem crossing 
(ISC), otherwise of internal conversion (IC). IC is normally based on vibronic 
coupling, which is then not a surface crossing and therefore an adiabatic process. 
This process decreases the fluorescent quantum yield. But it is also possible, that an 
ultrafast conversion, for instance to the photoproduct, can be seen. This ultrafast 
conversion then is mediated by a conical intersection between the two PES.  

In Figure 14.2 the following photochemical reaction should be in the centre of 
attention. Schematically it can be reduced to the following very simple chemical 
reaction formula: 

  hSM I PP . (14.1) 

This can be either a photochemical reaction of a monomer or a complex reaction of a 
lot of starting materials to a photoproduct. Displacement in this case would then be 
the classical known reaction coordinate. In our example, due to the knowledge of 
the shape of the PES, one can go into details for this reaction.  

The starting material is excited in the first singlet state. From there, one possible 
relaxation would be the fluorescence back to the ground state. For some extent also 
ISC to the triplet state can occur. In this case, the process would be non-adiabatic, 
mediated by a conical intersection. Deactivation by phosphorescence back to the 
starting material or an intermediate for the photoreaction would be the outcome. In 
the example also an IC by a conical intersection from the first excited singlet state to 
the photo product can be observed. 

This simple example, which can be summarized by a very simple chemical for-
mula (Equation 14.1), has to be extended to yield a valid “photocycle” that can be 
seen as a schematic view in Figure 14.3 and as extended formulas in Equation 14.2:  
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Expanded chemical formulas for example. 
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Of course, all reactions depend still on the energetic barriers, which have to be 
passed during the pathway or displacement needed for the forthcoming reaction. But 
one can see, that the knowledge of the character of the involved PES as well as the 
conditions for non-adiabatic processes in the photochemical reaction is of benefit for 
the tuning of reactions towards the desired photoproduct. Theoretical chemists can 
help explaining the photochemical reactions with quantum mechanical methods. 

In the following two classes of methods, which can be used to describe proper-
ties of excited states, are presented. 

14.3  Computational methods for excited states 

14.3.1  QM-Methods 

Ab initio wavefunction methods for electronically excited states can be divided into 
single reference and multi reference methods. The latter are difficult to use in the 
context of extended molecular systems and are not further discussed here, and we 
refer to the references [2] and [12] for a detailed discussion of these methods. 

Single reference methods include methods like Configuration Interaction, e. g. 
the configuration interaction singles CIS [13] method, propagator methods like RPA 
and ADC [14, 15], and time-dependent coupled cluster response TD-CC methods. 
Another commonly used method for excited states of extended systems is time-
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Figure 14.3: Corresponding photocyle to Equa-
tion 14.2 of example. The green cycle is produc-
tive, the red one is destructive.
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dependent density functional theory TD-DFT. TD-DFT and TD-CC both are response 
methods. Excitation energies are calculated as the poles of the time- or frequency-
dependent polarizability by first-order perturbation theory (linear response). This 
is based on a time- or frequency-dependent external perturbation. Excitation ener-
gies thus can be regarded as a time or frequency dependent ground state property 
of the molecule. 

In the following we focus on TD-CC and TD-DFT since these methods are inex-
pensive enough to describe issues in photocatalysis. Special attention will be given 
to potential pitfalls. 

14.3.1.1  Time-dependent coupled cluster response 
The coupled cluster wavefunction CC  is specified by an exponential excitation 
operator acting on the Hartree Fock reference wavefunction ) 0 , e. g. for coupled 
cluster singles and doubles we have 

  1 2exp( ) 0 ,CCSD T T  (14.3) 

where T1 and T2 each generate a linear combination of all possible singly and doubly 
substituted determinants, respectively, from 0 . Singly substituted means that a 
certain molecular orbital occupied in the 0  is being replaced by a virtual molecular 
orbital. 

Due to the exponential ansatz, the wave function is always (at each truncation 
level) product separable, the energies thus size extensive. Furthermore, all possible 
excitations of full CI are generated even when the cluster operator is restricted to 
only singles and doubles as above. The coefficients of higher excitation levels (say 
quadruples) then factorize as products involving singles and doubles coefficients. 
Coupled cluster theory as described so far is a highly accurate ground state method, 
which provides a large fraction of the correlation energy; for a review we refer to 
R. Bartlett and Musiał [16]. 

Commonly applied methods for excited states within the couple cluster frame-
work are the equation of motion couple cluster (EOM-CC) methods [17], and time-
dependent coupled cluster (TD-CC) linear response [18, 19] based on the hierarchy of 
the coupled cluster models CC2 [20], CCSD, CC3 [21], and CCSDT. As already men-
tioned above, TD linear response approaches aim at the frequency dependent polar-
izability of the system by first-order perturbation theory. Excitation energies are 
calculated as the poles, transition strengths as the residues of this time-dependent 
ground state property. The cheapest method still including dynamic correlation 
effects is TD-CC2 response. Similar to second order Møller–Plesset perturbation 
theory (MP2), doubles substitutions are just treated to first order w.r. to the fluctua-
tion potential. The TD-CC2 is quite a robust method as long as the excited states of 
interest are dominated by singles substitutions (which is usually the case for low-
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energy excitations as those considered here). In such situations it provides a quali-
tatively correct picture of these states with an accuracy of about 0.2–0.3 eV in the 
excitation energies. Near conical intersections, the excitation energies may become 
complex, though there are correction schemes to cope with that problem [22]. Note 
that any response theory breaks down for conical intersections with the ground 
state, since there the ground state reference no longer is properly described by a 
single determinant or configuration state function. 

The restriction to rather small molecules is a major drawback of TD-CC re-
sponse. Even TD-CC2 is considerably more expensive than TD-DFT, particularly so 
for energy gradients w.r. to nuclear displacements, as needed for geometry optimi-
zations on excited state surfaces. A practical approach often employed by us is to 
utilize TD-DFT for geometry optimizations, and TD-CC2 for excitation energies and 
other properties at these TD-DFT geometries. 

14.3.1.2  Time-dependent density functional theory 
Kohn–Sham density functional theory (DFT) is one of the most frequently used theo-
retical approaches in almost every field of chemistry. According to the Hohenberg–
Kohn theorem [23] there exists a functional   ( )E r  mapping the exact electron den-
sity to the exact energy. In other words, the energy can in principle be calculated 
from a much simpler object than the wave function, namely the (one-particle) densi-
ty function depending only on three degrees of freedom. Yet the Hohenberg–Kohn 
theorem just proves the existence of this functional, and nobody knows what it actu-
ally looks like. The unknown part of   ( )E r  can be condensed in the exchange-
correlation part   ( )xcE r  of it, which has to be modelled. DFT with present func-
tionals, thus, in practice, can be considered as a semi-empirical approach. There is a 
plethora of different   ( )xcE r  which have been proposed over the last decades, 
ranging from simple local density approximations (LDAs), over gradient corrected 
functionals (GGAs), hybrid functionals like the famous B3LYP [24], to range-separated 
hybrids, orbital dependent functionals, and random-phase approximations for cor-
relation. Note that the Kohn–Sham DFT Hamiltonian is an effective one-particle 
Hamiltonian of a fictitious non-interacting many-electron system, and thus different 
from the exact Hamiltonian as used e. g. for evaluating the Hartree–Fock energy. 

TD-DFT is mostly used as a linear response theory on the basis of DFT. Its equa-
tions (also known as Casida’s) equations are very similar to those of time-dependent 
Hartree–Fock theory. As for TD-CC response, the excitation energies correspond to 
the poles of the frequency dependent polarizability. A recent review of TD-DFT can 
be found in reference [25].  

Like DFT for the ground state, TD-DFT is a very efficient method for calculating 
excited states of extended systems. Analytic gradients, and thus geometry optimiza-
tions, are inexpensive in comparison to ab initio wavefunction methods. Efficiency 
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and simplicity in its usage surely is the key to its success. DFT, and to a lesser degree 
TD-DFT, are available in most ab initio electronic structure program packages. 

On the other hand, both DFT and TD-DFT lack the possibility of a systematic 
improvement of the method, since there is no such hierarchy of methods as for ab 
initio wavefunction methods. There are also some nasty artefacts plaguing DFT, like 
a non-vanishing correlation energy of a single electron, or the self-repulsion of elec-
trons. The latter has severe consequences for TD-DFT, in so far, as excitation ener-
gies of charge transfer (CT) excited states are grossly underestimated [26–29] due to 
the absence of the excitonic hole-particle attraction in local or semi-local function-
als [29]. Excitation energies of CT excited states with large separation of hole and 
particle are easily underestimated by several eV, eventually mixing with and con-
taminating other low-lying valence states. The use of hybrid functionals with a large 
fraction of non-local exchange, or range-separated hybrids [30–32] shift CT states 
back to higher energies and, hence, repair this problem to some extent. 

Of course, TD-DFT, as any response method based on a single determinant, is 
unable to treat conical intersections with the ground state. Knowledge of limitations 
of TD-DFT is necessary when applying TD-DFT. In particular, low-lying CT states are 
often meaningless and may even contaminate other valence states. TD-DFT then 
provides an entirely wrong picture of the photophysics of the system. It is, therefore, 
recommended to verify TD-DFT results by calculations with other methods like 
TD-CC2 on the same or a related system. 

14.3.2  Solvent description via the QM/MM approach 

The combination of QM-methods as those described in the previous section with the 
less expensive molecular mechanic (MM) method is known as the QM/MM hybrid 
approach. In the 1970s of the last century, Warshel and Levitt first suggested to 
combine these two methodologies [33]. Their trendsetting idea had already been all 
in hand, which is still used nowadays. Field, Bash, and Karplus were the first who 
combined the CHARMM force field, a widely used model potential for MM calcula-
tions, with QM methods [34]. Fourteen years after these first ideas came the break-
through for the QM/MM approach. 

In this approach that is used for very large biological systems as well as for ap-
plications in organic chemistry, the whole system is divided into two parts (regions). 
The first one, which is in almost every case, very tiny with respect to the rest, is 
treated with an appropriate QM method. This first part, called the QM-region, com-
prises that part of the system, in which the actual reaction takes place. The second, 
large part, denoted as the MM-region, comprises the rest of the system. 

The main strength of the QM/MM approach is the possibility of investigating 
truly large systems with quite accurate QM methods. This is possible, because only  
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a small part is treated at the expensive QM level. Inclusion of only the interesting 
parts in the QM-region, e. g. the enzymatic active region of a protein, or, if the meth-
od is utilized for the description of solvation effects, one single solute molecule, or 
alternatively, a cluster of the solute with its first solvation shell, reduces the compu-
tation time dramatically relative to a full QM treatment of the whole system, which 
would be entirely unfeasible. 

The QM/MM approach can straightforwardly be employed to describe solvation 
effects. Solvation can severely affect the photophysical properties of molecules. 
These can significantly differ for different solvent environments or the gas phase. 
The force field can be used to mimic the natural environment, which in biological 
systems is water. There are a lot of different model potentials for water; the most 
prominent is the TIP3P model [35]. This is a 3-site water molecule parameterized to 
reproduce the behaviour of liquid water. A lot of other models have been developed 
to improve this very simple model. For organic reactions water often is not sufficient 
to solvate the starting materials for the reaction. However, in principle every solvent 
can be modelled in the MM scheme. 

One should mention, that there are other possibilities to describe solvent envi-
ronments, such as the reaction field methods, where the solute molecule in a cavity 
is enclosed by a dielectric continuum. The conductor-like screening model (COSMO) 
[36] perhaps is one of the most prominent approaches along these lines. However, it 
is presently unclear if, and how well, such approaches would work for describing 
solvated-excited states. In the present contribution we therefore focus on the 
QM/MM approach to describe solvation effects. 

Before discussing the coupling of the MM methods with QM and the problems 
and traps related to this, it is appropriate to provide a short overview of the model 
potentials or force fields as employed in MM methods. 

14.3.2.1  MM methods 
MM methods are widely used in the context of biology. The energy of the system in 
such calculations depends on its atomic coordinates. The energy and the forces on 
the atoms are related to the gradient of the potential function. This function sums 
harmonic contributions originating from bond and bond angle displacements, co-
sine terms reflecting displacement of dihedral angles (torsions), as well as electro-
statics (modelled by partial charges or higher moments), van der Waals dispersion, 
and exchange repulsion terms. 
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In Equation 14.4 an example of a simple potential is given. For the following discus-
sions the description above should be sufficient; for a detailed review of force fields 
and all related issues we refer to an article of Ponder and Case [4]. 

As is evident from Equation 14.4, quite a lot of parameters enter the specification 
of such a model potential (for example kb, b0, kθ, θ0 etc.). They constitute the force 
field. Different parameterizations distinguish different force fields. A lot of knowledge 
has to go into the development of the needed parameters. Extending a specific force 
field to new molecules not covered so far thus has to be done very carefully. 

On the MM side, almost every force field  can be used. The established ones are 
AMBER [37], CHARMM [38, 39], optimized for biological systems like enzymes, pro-
teins and DNA, and other systems. It is of course also possible to develop force fields 
for organic molecules. Such force fields have to be more versatile due to the higher 
diversity of organic compounds. Specialized force fields like MMx [40–42], UFF [43] 
can be used here. Gromacs [44] also provides this alternative. On the other hand, the 
aforementioned AMBER force field also offers the possibility to parameterize organic 
molecules within its framework by using the GAFF (general AMBER force field) pa-
rameters [44]. These force field parameters are designed for compatibility with the 
original AMBER force field developed for biological systems. GAFF includes parame-
ters for almost every organic or pharmaceutical molecule composed of hydrogen, 
carbon, nitrogen, oxygen, sulphur and phosphorus. A common procedure to import 
molecules is available and described by Bayly et al. in reference [46]. 

14.3.2.2  QM/MM coupling 
In the QM/MM hybrid approach the MM and the QM methods are combined. The 
coupling between these two parts determines the accuracy of the QM/MM calcula-
tions. Essentially, there are two distinct coupling schemes, (i) the subtractive (see 
Equation 14.5), and (ii) the additive (see Equation 14.6) coupling. Both schemes are 
well developed in the meantime and discussed in detail in a lot of articles and re-
views [1, 5, 47, 48]. 

For (i) the whole system is calculated within the force field. Afterwards a sepa-
rate MM and QM calculation for the QM-region is carried out. From the sum of the 
energies of the MM calculation of the whole system, and the QM calculation of the 
QM region the energy of the MM calculation of the QM-region is subtracted (to avoid 
double counting). The resulting energy is the QM/MM energy of the system. This 
subtractive coupling is very simple to implement, but the polarisation of the QM 
part by the MM part is not taken into account.   

   / ( ) ( ) ( )QM MM MM QM MME E all E QM E QM  (14.5) 

On the other hand, in the additive scheme (ii) the MM calculation is only performed 
for the MM part. Here the coupling is described by an additional term, the so-called  
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coupling term. The sum of the MM energy (only the MM-region), the QM energy 
(only the QM-region), and the coupling term of the two subsystems, yields the 
QM/MM energy:  

    / ( ) ( ) ( ) .QM MM QM MM iactE E QM E MM E QM MM  (14.6) 

In order to compute the coupling term Eiact(QM+MM), two different procedures are 
generally used, (i) the mechanical, and (ii) the electrostatic embedding. Mechanical 
embedding is based on MM-MM electrostatics, while electrostatic embedding im-
plies inclusion of the MM charges in the QM calculation: the MM point charges are 
included in the one-electron Hamiltonian of the QM region as sources of an exter-
nal electrostatic field. Here, the polarisation of the QM part by the MM part is taken 
into account. 

Provided that QM- and MM-regions are not connected to each other via chemical 
bonds, such QM/MM calculations are straightforward and no further problems arise. 
However, in most cases it is not possible or appropriate to divide the total system in 
QM and MM parts without artificial bond breaking. 

In both regions a cut bond has to be capped somehow. Homolytically or hetero-
lytically cleaved molecules in the QM-region would either lead to artificial radicals 
or charges, which have little to do with the original system. Also the MM terms in-
volving cut bonds have to be reorganized. For this problematic issue, once again 
different solutions were developed. The first variant is to introduce an additional 
atom on the QM region, which is covalently bound to the last QM atom. This scheme 
is called the Link-atom scheme. As capping atoms hydrogen or fluorine is usually 
chosen. The second is to add localized orbitals at the boundary, which then are kept 
frozen in the QM calculation. 

There are also other variants to cap the QM-region not discussed any further 
here [49]. 

In particular for the link-atom scheme one has to be careful to prevent overpo-
larisation of the QM density. For a discussion of these problems we refer to refer-
ences [49] and [50], where these problems are discussed in detail. In the following 
examples we employ the link-atom approach due to its simplicity.  

14.4  Procedure 

It is quite difficult to give a general recipe for QM/MM investigations  of photochem-
ical or photocatalytical processes, including all aspects from the proper choice of 
the QM method to the final interpretation of the results. A lot of things have to be 
considered. But in principle two steps have to be taken to get reasonable results. If  
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one is interested in the conical intersection seam, further and not straightforward 
calculations have to be done. These procedures are not discussed here.  

 
1. The starting point of every theoretical investigation of a molecule or system is 

the vertical excitation spectrum for the ground state minimum. This is only one 
first jigsaw piece for the complete investigation. At that point, the assignment of 
the different types of electronically excited states has to be done. Different 
methods should be compared and calibrated at that stage, e. g. TD-DFT with dif-
ferent functionals should be compared to TD-CC2 reference calculations. This 
provides the needed information on which method or functional to apply for the 
target problem. Next, the relevant low-energy minima on the potential energy 
surfaces of the excited states have to be determined. With the geometries related 
to the reactants, intermediates, and products of a photochemical reaction at 
hand, one already has a qualitative picture of the mechanism at work.  

2. To determine the minimum energy path between reactants and products is more 
intricate: Provided that the reaction coordinate is a priori known, i. e., reflected 
in one or just a few internal coordinates, then geometries along the reaction 
coordinate can be generated by hand. Otherwise more general and costly ap-
proaches must be utilized. For example, the NEB (nudged elastic band) method 
[51], not described here, could be used. For a detailed discussion about optimi-
zation methods to determine minimum energy paths we refer to reference [52]. 

In the examples presented below, TD-DFT was used for geometry optimisations in 
most cases. In order to identify potential problems (like contamination of relevant 
valence state by low-lying charge transfer states) TD-CC2 single point calculations 
were always performed. Comparing the singles substitution vectors between the two 
methods, as well as dipole moments and transition strengths is very helpful in that 
context. Furthermore, only the TD-DFT geometries are employed, excitation ener-
gies at these geometries are always calculated at the more robust and qualitatively 
correct TD-CC2 level. 

For the presented examples, also solvent effects were taken into account. Pa-
rameterisation of the molecular force field was done very carefully. Solvated geome-
tries were generated on the basis of minimum energy structures of the isolated so-
lute (optimized by using QM methods) embedded in a large enough solvent shell, by 
performing MD simulations after an initial equilibration phase.Typical MD trajecto-
ries range between 500 ps and 10 ns, depending on the size of the system.  

Subsequently, different snap shots representative of the relevant geometries en-
countered during the MD simulation were chosen. For a recent review about this 
issue, we refer to Klenin et al. [53]. These snap shots were then used as starting points 
for subsequent QM/MM optimisations on the ground and excited state surfaces. 
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14.5  Examples 

In the following, two examples are presented which adopt the procedure described 
above. In the first example, a flavin analogue, roseoflavin (see Figure 14.4) was 
investigated in the context of flavin chemistry and biological photochemistry in a 
protein. Flavin is frequently used as a photo catalyst. As redox cofactor, it is capable 
of two subsequent electron transfers [54]. The photophysical and photochemical 
steps for alcohol oxidation were recently studied by Megerle et al. [55]. Furthermore, 
theoretical investigations on flavin, especially on excited states properties, were 
also carried out [56–58]. Here, we explore the photophysics of the modified chromo-
phore, roseoflavin, in three different environments.  

Introduction of one dimethylamino group to flavin leads to a slightly different 
absorption behaviour [59]. The usage of ab initio and QM/MM methods to explain 
and verify experimental results can be shown quite well in this example. Some in-
tramolecular charge transfer process is responsible for inactivating the molecule for 
photocatalysis in gas phase and in water. Zirak et al. [60] observed a significant 
fluorescence quenching of roseoflavin in water. For the chromophore in the BLUF 
protein environment, there is also a charge transfer state between the roseoflavin 
and one tyrosine moiety of the protein that can be seen. This charge transfer state 
plays the central role in the photocycle of BLUF domains and their functioning as 
blue light photoreceptors [61, 62]. It drives the reaction cascade leading from the 
inactive to the signalling (or light adapted) geometry of the protein. Via a low-lying 
conical intersection between the charge transfer state (which itself has a very low 
transition strength), and a locally excited state (with large oscillator strength) the 
former is populated efficiently after photoexcitation. If the flavin chromophore of 
the wild type is being replaced by a roseoflavin, the conical intersection is not ac-
cessible and the charge transfer state remains unpopulated [63]. The modified BLUF 
domain then features no photocycle, and the protein is dysfunctional. For a detailed 
discussion see reference [64]. 

In the second example, also charge transfer processes play an important role. 
The chromophore in this case is benzophenone (see Figure 14.5, shortened BP). 
The molecule is well investigated for biological photochemistry and photocatalysis. 
ISC to the first triplet state is very efficient [65–75], which leads to better access 
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Figure 14.4: Chemical structure of roseoflavin,  
if R = H. 
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for chemistry with the chromophore, due an increase of the life time. For investi-
gations in the framework of DNA-zymes [76, 77], the benzophenone was synthe-
sized as a artificial DNA-nucleobase to be incorporated into DNA [78]. Dimers of 
one standard DNA-base and the new “benzophenone” DNA-base were the basis 
for this research. 

By employing ultra fast transient absorption spectroscopy it was found that the 
lifetime of the excited (nπ*) singlet state is primarily determined by fast intersystem 
crossing (ISC) to the lowest triplet state.  

Yet in methanol and water, different life times of the singlet state for the combi-
nation of the artificial “benzophenone” base and guanosine were observed. In 
methanol the lifetime is shortened about 2 ps compared to water, a substantial re-
duction of the lifetimes that could not be observed for combinations with other ba-
ses apart from guanosine, at least not by such a substantial amount. The experi-
mental an theoretical results will be published elsewhere. 

In the following we provide a short account on these two examples. 

14.5.1  Roseoflavin 

In the investigation of Zirak et al. [63], some well known deactivation processes were 
postulated as deactivation paths for the photoexcited roseoflavin. So-called TICT 
(twisted intramolecular charge transfer) for polar solvents or PICT (planar intramo-
lecular charge transfer) for apolar solvents mechanisms, respectively, [79, 80], were 
postulated to be responsible for it. In order to verify these conjectures, calculations in 
the gas phase, in water, and in the protein environment (BlrB [81]) were performed.  

For the gas phase the procedure described in Section 14.4 was straightforwardly 
followed. The optimization of the ground state (CC2 in aug-cc-pVDZ AO basis [82]) 
showed, that the angle between the dimethylamino group and the isoalloxazine skel-
eton, is tilted. Calculations of the vertical excitation energies at the Frank–Condon 
point with TD-CC2 and def-SVP and aug-cc-pVDZ basis followed. One can see, that the 
first state and the second state have (ππ*) character. The third state features (nπ*) 
character. The corresponding density difference plots are depicted in Figure 14.6. 

The vertical excitations energies at the Franck–Condon point QM methods were 
applied; were also calculated with TD-DFT (with BP86 [83], B3LYP, and BHLYP [84] 

O

Figure 14.5: Chemical structure of Benzophenone.
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functionals, in the def-SVP AO basis [85]). Here, the TD-DFT with local or semi-local 
functionals like BP86 is bound to fail due to the inherent self-interaction error [29]. 
The energetic orders of the three different states vary with the used methods. With the 
exception of the BP86 functional, the lowest singlet state is always the red (ππ*) state.  

TD-DFT overstabilizes the charge transfer states. For the hybrid functionals, es-
pecially BHLYP, this effect is not that pronounced. For an schematically view see 
also Figure 14.7.  

The red (ππ*) state was optimized at the TD-CC2 level in the gas phase after-
wards. Since the system is sufficiently small a geometry optimisation at the TD-CC2 
response level was possible.  

Comparing the geometries of ground and optimized excited states reveals that 
the bond distances within the isoalloxazine skeleton exhibit the biggest changes on 
going from the Franck–Condon point downhill to the related excited state minima. 
The angle between the dimethylamino group and the ring system remains unaffect-
ed. The changes in the isoalloxazine skeleton are quite well described by a single 
linear combination of the strongly altering bond distance changes. We use this co-
ordinate QR to explore the individual potential energy surfaces in more detail. 

Figure 14.8 depicts the potential energy surfaces of the ground, and the three 
lowest excited states along QR. The individual geometries along this path starting 
from the Franck–Condon point (QR = 0.36) were fully relaxed on the surface of the 

 

Figure 14.6: Vertical excitations of roseoflavin. TD-CC2 density differences (w.r. to the ground state, 
aug-cc-pVDZ basis) of the (ππ*) (red and green) and (nπ*) (blue) excited states. The blue, red, and 
green isosurfaces show the regions with loss, the grey ones the regions with gain of electron densi-
ty upon photo-excitation. 
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lowest state (red curve), i. e. all coordinates but QR were optimized from this state at 
the level of TD-CC2 in the def-SVP AO basis. Subsequently at all geometries so ob-
tained (with different QR values), single point TD-CC2 calculations in the bigger 
aug-cc-pVDZ basis were performed. 

Evidently, the trace along QR leads to a conical intersection between the (ππ*) 
and the (nπ*) state. Moreover, a second conical intersection is encountered later 
between the (nπ*) state and the ground state. Apparently, there is a fast deactiva-
tion channel from the photoexcited (ππ*) state via two conical intersections back to 
the ground state. The in-plane ring mode related to QR appears to be driving this 
deactivation process, which would fit the picture of a planar intramolecular charge 
transfer (PICT) model. 

These calculations so far refer to roseoflavin in the gas phase. For roseoflavin 
solvated in water a TICT mechanism was postulated [60]. In the present work QM/MM 
calculations for this system were performed. The water solvent was mimicked by the 
CHARMM force field using the TIP3P model. Roseoflavin was solvated in a preequil-
ibrated water droplet for obtaining representative geometry snapshots. The com-
plete procedure of this is not described in detail here and we instead refer to refer-
ence [64]. At the individual snapshot geometries picked from the MD trajectory the 
vertical excitations were again calculated, now in the framework of QM/MM. The 
calculations at the TD-CC2 response level show that the lowest excited state now is 
the (green) (ππ*) state. Its charge transfer character leads in the polar water envi-
ronment to a substantial stabilization relative to the gas phase. The second state is 
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Figure 14.7: Vertical excitation energies for roseoflavin with different methods as schematically 
pictured. 
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another (ππ*) state, which however is not shown here, because it is irrelevant for the 
further discussion. It turned out that a twisting angle between the dimethylamino 
group and the isoalloxazine ring system (denoted as τ) is a relevant downhill coor-
dinate on the surface of the lowest (green) (ππ*) state. Figure 14.9 shows the (on the 
green ππ* state surface) fully relaxed curves of ground- and the two lowest excited 
states along this coordinate. Evidently, rotation of the dimethylamino group rapidly 
leads downhill from the Franck–Condon point on the S1 surface towards a conical 
intersection with the ground state. A perpendicular orientation of the dimethyl-
amino group is responsible for this fast relaxation back to the ground state. The 
postulated TICT mechanism thus could be verified by our QM/MM calculations. 

Next, the question regarding the orientation of the dimethylamino group in the 
protein environment has to be answered. In analogy to the work of Sadeghian et al. 
[61] the BLUF-domain protein BlrB was investigated. The native flavin was replaced 
by roseoflavin. Solvation and molecular dynamics simulations to equilibrate the 
modified BLUF domain were carried out. For the subsequent QM/MM calculations, 
the very same QM region as in previous work was used to have exactly the same 
conditions as in the reference calculations on the native system [61]. 
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Figure 14.8: Energies (in eV) of the relevant excited states relative to the ground state minimum 
energy at the relaxed structures along linear combination of bond distances (Displacement or QR). 
The restrained geometry optimizations were performed with TD-CC2 response in the def-SVP basis 
on the energy surface of the lowest state, i. e. on the (ππ*) surface and on the (nπ*) after the conical 
intersection. The plotted energies correspond to TD-CC2 response single point calculations at these 
relaxed structures in the bigger aug-cc-pVDZ basis.  
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Two possible ground state optimized (DFT, BP functional with def-SVP AO ba-
sis) conformations were identified within the binding pocket of the BLUF domain 
containing now the roseoflavin: a planar structure, which is a little more favourable, 
and a twisted one.  

Figure 14.10 displays density difference plots of the lowest three excited states of 
the roseoflavin-BLUF domain. The crucial Tyr → roseoflavin charge transfer state, 
which is driving the reaction cascade of the photocycle, corresponds to the third state. 

Comparison of the excitation energies (TD-CC2 in aug-cc-pVDZ AO basis) at the 
Franck–Condon point, and at the minimum energy point on the lowest excited state 
surface reveals no crossing of any states, which is in strong contrast to the situation 
in the gas phase, and in the water environment. Furthermore, in strong contrast to 
the native BLUF domain, there is also no switching between the Tyr → roseoflavin 
charge transfer state and the low-lying local excited state. While in the native BLUF 
domain, the gap between locally excited and charge transfer state closes on going 
downhill from the Franck–Condon point on the surface of the former, the opposite is 
true for the roseoflavin-BLUF domain, where the gap opens. The charge transfer 
state thus cannot be populated via the locally excited state with large oscillator 
strength due to the lack of a low-lying conical intersection between these two states, 
rendering the modified BLUF as biological dysfunctional. 
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Figure 14.9: QM/MM (TD-CC2/Charmm) energy (in eV) of the ground (S0) and S1 state plotted along 
the path obtained via constrained geometry optimization on the S1 state. The dihedral angle τ are 
also shown. 
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Figure 14.10: TD-CC2 electron density plots for the green (ππ*) state (S1) brown (ππ*) state (S2) and 
the charge transfer state (S3) at the optimized ground state structure. Grey and coloured areas show 
the regions with gain and loss of electron density relative to the ground state, respectively. Black 
indicated atoms show the QM-region The rings were coloured using the Cremer–Pople pucker am-
plitude [86]. 

14.5.2  Benzophenone in dinucleotides 

As already pointed out above, benzophenone (BP) was attached to 2′-desoxyribo-
furanoside, to obtain an artificial DNA-base. This artificial DNA-base was then con-
nected to another natural nucleobase. Such a combination of artificial and natural 
DNA-bases (in this case guanosine) is denoted in this context as a dinucleotide. The 
base scaffold is depicted in Figure 14.11. In the following the influence of BP on the 
adjacent guanosine is investigated. 

As also mentioned above, the singlet state (with (nπ*) character) of the dinucle-
otide in water has a drasticallly shortened lifetime. In order to understand this 
change of lifetime a theoretical study on this particular dinucleotide was conducted. 

As before in Section 14.5.1, the system was first studied in the gas phase. Geome-
try optimisations in the electronic ground state yield two different minimum energy 
geometries. Using DFT with BP86 functional in the def-SVP basis set a folded struc-
ture undergoing π-stacking, and an unfolded structure was located. At the level of 
CC2 in the same basis set, the unfolded structure is not stable and folds to the com-
pact geometry. The two different geometries are depicted in Figure 14.12 (bottom). In 
order to get an overview over the relevant excited states and the performance of 
different methods, vertical excitation energies were calculated. 
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Figure 14.11: Investigated dinucleotide with guano-
sine as nucleobase attached at the α-position. 
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Figure 14.12: Vertical excitation energies for dinucleotide with different methods as schematically 
picture. Left for the folded and right for the unfolded geometry. Corresponding excitation energies 
can be found in Table 14.1. The minimum geometries for the groundstate are depicted below. The 
rings were coloured using the Cremer–Pople pucker amplitude. 
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The three lowest electronically excited states of the folded geometry are the fol-
lowing: the first is an (nπ*) excitation, the second a charge transfer state, and the 
third is a (ππ*) type excitation (see also Figure 14.12). These results were obtained at 
the level of TD-CC2 in the def-SVP, and the aug-cc-pVDZ basis sets, respectively, as 
well as with TD-DFT in conjunction with the B3LYP functional and def-SVP basis. If 
one uses the non-hybrid GGA functional BP86, the order of the states changes; the 
charge transfer state now is the lowest state, which again is an example for the un-
derestimation of charge transfer states by TD-DFT due to electron self repulsion. 

Focussing now on the unfolded geometry, for TD-CC2 with both basis sets, as 
well as for TD-DFT/B3LYP, the charge transfer state vanishes, which is not too sur-
prising since the distance between the G subunit (donor) and the BP (acceptor) is 
much larger than in the previous case. On the other hand, TD-DFT/BP86 as above 
still (wrongly) predicts the charge transfer state as the S1 state. 

From these calculations one can conclude that: (i) the distance between the BP 
and the G subsystems intimately affects the character of the three relevant, lowest 
excited states (in particular there is a low-lying CT state present for the folded ge-
ometry, which is absent for the unfolded one), and (ii) that all these excitations are 
either localized on G, or BP, or both, as is evident from Figure 14.13. The sugar and 
phosphate groups linking these two subunits do not play a role and can therefore be 
safely omitted from the QM part in the subsequent QM/MM studies of the system in 
different solvent environments. 

The benzophenone dinucleotide was studied thereafter in the water and metha-
nol solvent environments, in which the spectroscopic measurements were carried 
out. The generation of the starting structures was done as usual via classical molec-
ular dynamics (MD) simulations. Starting from either the folded, or the unfolded gas 
phase structure, MD simulations were performed in water and in methanol.  

Figure 14.14 shows the two MD trajectories obtained with folded starting geome-
try for methanol and unfolded starting geometry for water. The two MD trajectories 
with the corresponding other starting geometries are not shown. The blue region 
indicates an unfolded geometry. Evidently, the unfolded dinucleotide in water folds 
and stays folded most of the time. In contrast, the folded dinucleotide in methanol 

 

Figure 14.13: Electron density difference plots for the first three excited states of the folded geome-
try, calculated with TD-CC2/def-SVP basis. Isosurfaces are plotted in blue/purple/red (refers to a 
decrease in the density upon excitation) and grey (an increase in the density upon excitation). The 
rings were coloured using the Cremer–Pople pucker amplitude. 
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unfolds and stays in that form most of the time. In water, π-stacking of the hydro-
phobic ring systems of benzophenone and guanosine is responsible for the folding, 
whereas in the less polar methanol, the ring systems are individually solvated by 
the MeOH solvent molecules. For the subsequent QM/MM study, we selected from 
each of the four trajectories one representative snapshot, so that there were two 
snapshots from each solvent (A, and B, for each solvent, respectively). The G and BP 
subunits were included in the QM region; the linking sugar rings were just treated at 
the MM level. 

For each of these snapshots a geometry optimisation in the ground state at the level 
of DFT/B3LYP-D (B3LYP with empirical dispersion correction [87] to model π-stack-
ing) in the def-SVP basis was performed. Vertical excitation energies were calculated 
thereafter by single point calculations at these geometries at the level of TD-CC2 in 
the aug-cc-pVDZ basis. For all snapshots the S1, S2, and S3 states are of (nπ*), (ππ*), 
and (ππ*) type, respectively, no matter what solvent is used. The low-lying charge 
transfer state for the folded form in water was not found among the first four excited 
states in any of the two snapshots. Apparently, only in the gas phase the charge 
transfer state is sufficiently stabilized, to find it among the lowest excited states. 
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Figure 14.14: Trajectories of MD run. a) shows the dinucleotide in methanol environment and b) in 
water; in the blue areas the molecule is unfolded. The mean distance of BP and G is plotted against 
the simulation time. 
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The next step is once again the optimisation of the S1 state with (nπ*) character. 
On the route downhill from the Franck–Condon point, perhaps a crossing with the 
charge transfer state might occur. Hence, at the four different snapshots (A and B for 
both solvents), geometry optimizations were carried out on the surface related to the 
lowest excited state (with (nπ*) character). As QM method TD-DFT/BHLYP was em-
ployed for the geometry optimisations of the first excited state. At the so obtained 
structures single pont TD-CC2 calculations (with aug-cc-pVDZ basis) were carried 
out and the corresponding results are shown in Table 14.1. The first three excited 
states for these single point calculations at the S1 state minimum have (nπ*), (ππ*) 
and (ππ*) character in both solvents. In the folded molecule, which predominantly 
exists in MeOH environment, the CT state is absent. However, for the folded case in 
water now the CT state appears as the S4. 

Since the CT state for TD-DFT/BHLYP pops up as S2 (see also Table 14.1), it was 
easy to optimise this geometry. In the course of its optimisation at the level of 
TD-DFT/BHLYP and def-SVP basis the CT state becomes the lowest excited state S1. 
Single point calculations with TD-CC2 and aug-cc-pVDZ basis at the so obtained ge-
ometry showed, that the CT state is indeed now energetically deeper (also S1 for this 
level of theory) as the local excitaion (nπ*). This situation is depicted in Figure 14.15. 

From the QM/MM results discussed in this section, the following conclusions 
can be drawn: 
(i) For the dinucleotide solvated in methanol, which exists predominantly in the 

unfolded form, no low-lying CT state is found, which could quench the fluores-
cence of the excited (nπ*) singlet state. This suggest a lifetime, which is primari-
ly determined by intersystem crossing to the triplet state.  

Table 14.1: Vertical QM/MM excitation energies in eV for the four chosen dinucleotide snap shots 
solvated in water and methanol with different methods calculated for the optimized (nπ*). 

 BHLYP TD-CC2
structure state def-SVP aug-cc-pVDZ 
A H2O S1 3.45 (nπ*) 3.13 (nπ*) 3.02 (nπ*) 

S2 4.63 CT 4.73 (ππ*) 4.57 (ππ*) 
S3 4.91 (ππ*) 4.95 (ππ*) 4.71 (ππ*) 
S4 4.96 (ππ*) 5.03 CT 4.74 CT

B H2O S1 3.61 (nπ*) 3.23 (nπ*) 3.12 (nπ*) 
S2 4.62 CT 4.72 (ππ*) 4.51 (ππ*) 
S3 4.82 (ππ*) 4.80 (ππ*) 4.57 (ππ*) 
S4 4.96 (ππ*) 5.06 CT 4.76 CT

A MeOH S1 3.58 (nπ*) 3.26 (nπ*) 3.15 (nπ*) 
S2 4.98 (ππ*) 4.84 (ππ*) 4.66 (ππ*) 
S3 5.00 (ππ*) 4.88 (ππ*) 4.71 (ππ*) 

B MeOH S1 3.62 (nπ*) 3.24 (nπ*) 3.13 (nπ*) 
S2 4.74 (ππ*) 4.65 (ππ*) 4.43 (ππ*) 
S3 4.83 (ππ*) 4.81 (ππ*) 4.61 (ππ*) 
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(ii) On the other hand, for the artificial DNA-base solvated in water, which exists 
predominantly in the folded form, there indeed exists a low-lying CT state in 
some region of the configuration space, which could quench the fluorescence of 
the excited (nπ*) singlet state. However, this quenching is probably not very ef-
ficient, since no conical intersection between the (nπ*) and the CT state is found 
in the vicinity of the Franck–Condon point, or on the downhill path to the (nπ*) 
minimum. Nevertheless, the lifetime of the (nπ*) singlet state may not be solely 
governed by the intersystem crossing. 

14.6  Conclusion 

In this contribution we discussed the application of ab initio quantum chemical 
methods in the context of photochemistry or photocatalysis. Response theories like 
TD-DFT or TD-CC2 are sufficiently efficient to be used also for larger systems these 
days, the former primarily for geometry optimizations, and the latter, more robust 
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Figure 14.15: Schematic view of solvated dinucleotide (snap shot A) and the vertical QM/MM excita-
tions at the optimized (nπ*) state and the CT state, respectively, calculated with TD-CC2/ aug-cc-pVDZ. 
Electron density difference plots for the snap shot A of the water trajectory calculated with TD-CC2/ 
aug-cc-pVDZ basis. Isosurfaces are plotted in blue/purple (refers to a decrease in the density upon 
excitation) and grey (an increase in the density upon excitation). The rings were coloured using the 
Cremer–Pople pucker amplitude. 
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method, for single point calculations at certain geometries. TD-DFT has to be uti-
lized with some care due to inherent deficiencies of the method (like electron self-
repulsion in local or semi-local functionals), and, in particular, low-lying charge 
transfer states are suspicious. TD-DFT should therefore be combined or verified with 
a more reliable method (like TD-CC2). 

Environmental effects, i. e. of a solvent or a protein environment can be taken 
into account by applying the QM/MM approach, which divides the system into a 
large part treated by classical molecular dynamics with an empirical force field, 
and a small part treated accurately with quantum chemical methods. QM/MM is a 
non-trivial approach. It is important to choose QM and MM parts properly. The 
coupling between MM and QM parts is delicate and it is advisable to have the bor-
der between QM and MM region as far as possible from the reaction centre in the 
QM region. Properly setting up a QM/MM calculation is not black box-like and re-
quires care and time. 

In this contribution we provide two examples of recent work, where we applied 
QM/MM methods successfully to two different systems. It has been demonstrated 
that the combination of such calculations with experiment can lead to new insight 
into the underlying mechanism of photochemical or photophysical processes. 
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15  Transient Absorption 

15.1  Introduction 

In this chapter1 we describe the setup and performance of an apparatus for simulta-
neous time-resolved and spectrally resolved measurements of transient absorption 
(TA). The key component in this apparatus is a streak camera, yielding, for every 
excitation of the sample, a two-dimensional data array with 512 × 512 data points. 
The apparatus covers the spectral range 350–750 nm and a time range from ca. 500 ns 
to 10 ms. Because of the large dynamic range of the streak camera of 10000:1 we 
obtain a multiplex factor of more than 100 compared to sequential measurements at 
individual wavelengths. This makes it possible to extract the maximum amount of 
information from small amounts of sample, for example light-sensitive proteins. We 
show that already a single measurement in a 10-μs time range can yield useful spec-
tra and reliable time constants from a global lifetime analysis. An iterative method is 
presented for the treatment of artifacts due to scattered excitation laser light or 
strong fluorescence. As an alternative to a global lifetime analysis we propose a 
maximum entropy-based inverse Laplace transform for analysis of the data. This 
results in a wavelength-dependent distribution of amplitudes p (k, λ) for all rate 
constants accessible within a given time window. This analysis is model free and 
yields a direct visual evaluation of the uncertainties in the rate constants.  

Transient absorption spectroscopy is an important tool for the study of the 
mechanisms of photochemical reactions. Since a photoreaction is initiated by ab-
sorption of light, a short light pulse can be used to synchronize the reactions in an 
ensemble of molecules. Subsequently, the optical absorption of the sample is meas-
ured as a function of the time delay t after the excitation pulse and as a function of 
the wavelength λ of the probe light. The result is a two-dimensional data array A(t, λ) 
that contains information on the spectra of the various intermediates involved in the 
photoreaction, and their kinetics. In most cases the sample before initiation of the 
photoreaction is used as the reference, and the data correspond to the difference 
absorption ΔA (t, λ) = A(t, λ) − A(−∞, λ). The highest time resolution can be achieved 
with ultrashort probe pulses, and the highest wavelength resolution is then obtained 
with transform-limited pulses. Measurements with transform-limited probe pulses 
require one excitation of the sample for each time delay ti and wavelength λj. When M 
measurements are averaged for each data point, the sample has to be excited 
Nex = M × NT × NS times, where NT is the number of time points and NS is the number of 
spectral points in the data array. The data array is usually analyzed in terms of the 

|| 
1 Part of this chapter has been published as an article in Applied Physics [1]. 
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kinetics of several species, often by application of multiexponential fits. A reasona-
ble fit requires a good signal-to-noise (S/N) ratio in the data which requires in turn 
the accumulation of typically M ≈ 100 measurements for each data point. Hence, 
filling a data array with NT = 500 time steps and NS = 500 spectral elements requires 
Nex = 2.5 × 107 excitations of the sample with intense laser pulses.  

If the excited molecules undergo a photocycle with very high yield of recovery, 
such large numbers of excitations can be applied. However, typical organic photo-
chromic molecules sustain only ≈ 1000 excitation cycles, and in many cases the 
photoreaction is irreversible. Then the sample must be replaced by a fresh sample 
after every excitation, i. e. the available amount of sample limits the number of 
measurements that can be performed. In such cases it is advantageous to have a 
method that measures several data points in the data array following a single excita-
tion of the sample. One option is to use monochromatic probe light of long duration 
and measure the transmitted light intensity as a function of time. In this case the 
time resolution is given by that of the detector, which is usually a photomultiplier. 
Each measurement yields a column of the data array, and the number of excitations 
required to fill the data matrix is Nex = M × NS. Alternatively, the data array can be 
measured one row at a time by using a broad-band short light pulse as a probe in 
combination with a spectrograph and a detector array, which requires Nex =  M × NT 
excitations of the sample.  

The ultimate efficiency with respect to the actinic stress applied to the sample is 
obtained if a broad-band (white) light pulse of long duration is passed through the 
sample and is subsequently analyzed both with respect to time and wavelength. 
This can be achieved by the combination of a spectrograph and a streak camera. 
Streak cameras have been developed as time analyzers for light pulses with a time 
resolution of a few ps. Their function is schematically shown in Figure 15.1. The light 
pulse to be analyzed is directed onto a photocathode K where photoelectrons are 
ejected. These are accelerated towards a detector consisting of a multichannel plate 
and a phosphor screen. A voltage ramp applied along the x-direction deflects the 
electrons so that photoelectrons generated at later times hit the detector at increas-
ing values of x. In this way the temporal structure of the light pulse is transformed 
into a spatial image on the phosphor screen. This image is recorded by a CCD 
(charge coupled device) camera, digitized, and processed by a computer. If the pho-
tocathode extends into the y-direction perpendicular to x and z, many light pulses 
applied along the y-direction are analyzed simultaneously. In our setup these light 
pulses correspond to different wavelengths, produced by spectral dispersion of the 
input light pulse along the y-direction by a spectrograph. Among the first applica-
tions of streak cameras were the diagnostics of ultrashort laser pulses and other 
light emission events of short duration. If the light to be analyzed is first dispersed 
in one direction by a spectrograph and subsequently dispersed temporally in the 
orthogonal direction by the streak camera, an image of the spectro-temporal charac-
teristics can be recorded for a single light event (e.g. from an explosion).  
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The first report of the use of a streak camera for transient absorption measure-
ments that we could find in the literature is a communication by A. Müller from 1976 
[2]. He reports on the transient absorption spectra of dyes. A Xe flashlamp of 5 μs 
duration was used as the probe light, and the streak image was recorded by a photo-
graphic plate and analyzed by a computer-controlled microdensitometer. Peak posi-
tions assigned to S1 → Sn transitions are given, but no time information, and no origi-
nal data are shown. Three years later Yoshihara et al. [3] reported time profiles from 
the transient absorption of trans stilbene with a time resolution of ca. 10 ps. The fluo-
rescence of a dye was used as the probe light. Other groups reported similar setups in 
the 1980s [4–7]. The first report of a measurement using wavelength dispersion in 
combination with time dispersion is by Ito et al. in 1991 [8]. However, only data aver-
aged over all wavelengths or over a certain time interval were discussed. This is also 
true for several later papers from the same group [9–13]. Whereas most of the papers 
we have just mentioned report a streak camera measurement mostly as a proof of 
principle, the groups of D. F. Kelley [14–16] and Du-Jeon Jang [17–24] apparently 
used their setup for further studies. In all of these studies, the signal-to-noise ratio is 
in the range S/N ≈ 3–5, or the standard deviation in the transient absorption is of the 
order of 0.3 optical density units. Hence, only monoexponential decays of a single 
species can be analyzed. The main source of fluctuations in these experiments is the 
low reproducibility of the temporal profile of the probe light, which is either fluores-
cence from a dye or the emission of a plasma produced by focusing a strong laser 
pulse into compressed Xe gas. Another limiting factor is the low dynamic range of 
ca. 100:1 of the streak camera.  

Our project follows a quite different approach. In the last decades powerful 
pump-probe methods have been developed for the study of transient absorption in 
the time range of a few fs up to 10 ns. If sufficient sample is available for the large 
number of excitation cycles required, these methods are far superior to a streak 
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Figure 15.1: Principle of a streak camera. 
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camera measurement. Our interest is in transient absorption measurements in the 
time range of 10 ns up to 10 ms on molecular systems which are available only in 
small quantities and cannot sustain many excitation cycles. Our aim is to extract a 
maximum of information on the spectral and temporal dynamics for each excitation 
of the sample. In contrast to all previous studies on transient absorption with streak 
cameras we use a streak camera with a particularly large dynamic range of ca. 104:1. 
For the probe light we use a pulsed Xe lamp which provides a flat time profile over 
a time period of several ms with fluctuations less than 0.1 %. As far as we know, 
our setup is the first that analyzes the complete two-dimensional data array in 
terms of multimodal kinetics of several species. Two applications of the setup to the 
study of a light-sensing protein [25] and a photocatalytic reaction [26] have already 
been published.  

15.2  Experimental Setup 

The setup is schematically shown in Figure 15.2. The sample is excited by a light 
pulse which is generated either directly by a Nd:YAG laser (532 or 355 nm), or by an 
optical parametric oscillator (OPO) pumped by the third harmonic of the Nd:YAG 
(Surelite II and Surelite OPO PLUS, Continuum). The pulse duration is typically 8 ns, 
and the energy typically 10 mJ. For stable operation the laser runs with a constant 
repetition rate of 20 Hz and a single pulse is selected with a high energy shutter 
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Figure 15.2: Schematic of the setup.
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(LS055, nmLaser). The probe light is generated by a pulsed Xenon flash lamp 
(MSP-05, Müller Elektronik-Optik) which produces a white light pulse with a very 
flat intensity profile of ca. 1 ms duration. In order to make the light path achromatic, 
the probe light is focused three times by toroidal mirrors (aluminum-coated blanks 
of eyeglass lenses, supplied by Rodenstock): At the first focus a shutter (LS6ZM, 
Uniblitz) is placed which blocks access of the continuous background light of the 
pulsed Xenon light source to the sample. The second focus is placed at the sample 
position, the third on the entrance slit of the spectrograph (Bruker 200is) equipped 
with a grating having 100 lines/mm. After spectral dispersion by the spectrograph 
the light is temporally analyzed by the streak camera (C7700, Hamamatsu Photon-
ics). The latter consists of two parts: the streak tube which produces an image on a 
phosphor screen, and a CCD camera (ORCA-CR, Hamamatsu Photonics) which digit-
izes this image. 

A transient absorption measurement requires four streak images: 

 
     

log LP L

P D

I IA
I I

. (15.1) 

In this expression ILP is the intensity image obtained when both laser and probe light 
are on, IL and IP are the intensities when only the laser or the probe are on, respec-
tively, and ID is the dark image. The measurement of these four images is performed 
in the sequence ILP, ID, IL, IP. This sequence is repeated M times. When only small 
amounts of sample are available, i. e. when consecutive measurements have to be 
performed with the same sample, the cycle time tC between two consecutive ILP 
measurements must be comparable to the recovery time of the photochemical reac-
tion. For some biological photosensor proteins like LOV domains tC can be several 
minutes. It is then important that the measurement of IL occurs at tC/2 so that the 
sample can recover for the same time after each laser excitation.  

When the fluorescence generated by the sample is very intense, subtraction of 
an image with the laser alone may not result in complete cancelation. In this case 
we found it easier to omit the measurement of IL and replace IL with ID in the numer-
ator of Equation 15.1. The fluorescence then appears as an apparent negative transi-
ent absorption which can in many cases be well fitted by the instrument response 
function. As a benefit, the fluorescence spectrum is obtained within the TA meas-
urement. This should be compared to the situation of one-dimensional TA meas-
urements at fixed wavelengths, which are usually performed with a photomultiplier 
having an active voltage divider (i. e. one with transistors instead of resistors). When 
such a multiplier is hit by strong fluorescence, it is “blinded” for several millisec-
onds. Thus, in our earlier (one-dimensional) measurements of TA in flavin-contain-
ing protein domains [27–29], measurements were not possible in the spectral region 
of the fluorescence. As will be shown below, this is no longer the case with the 
streak camera.  
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15.3  Data Analysis 

The data sets produced by the streak camera are transient absorption differences as 
functions of time and wavelength, ΔA(t, λ). For a set of discrete NT time points ti and 
NS wavelengths λj these data form a rectangular matrix ΔA of dimension NT × NS with 
matrix elements ΔAij = ΔA(ti, λj). Every column of the matrix is a time trace for a fixed 
wavelength, every row is a spectrum at a given delay time. Many techniques have 
been developed for the analysis of data matrices of this kind, and recent reviews can 
be found in [30–33]. In the following we give a short account of the techniques that 
we usually apply.  

We wish to decompose the data matrix into a sum of products of one-dimen-
sional functions, 
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N N

ij k i k j ik kj

k k

A c t S c S . (15.2) 

Such a decomposition can in principle be done exactly, and in an infinite number of 
ways, when N is equal to the full rank of the data matrix, N = Min(NT, NS). One par-
ticularly useful technique is singular value decomposition (SVD). However, we are 
interested in a decomposition with only a small number of components NC ≪ N cor-
responding to the number of spectrally distinct chemical species involved in the 
photoprocess. The k-th column of the matrix c then contains the concentration time 
profile of species k, whereas the k-th row of the matrix S contains the spectrum of 
species k. Obviously, truncation of the sum in Equation 15.2 results in a model data 
matrix D which only approximately reconstructs the original data ΔA.  
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CN

ij ik kj

k

D c S . (15.3) 

Finding the “best” solution constitutes an optimization problem that can, for exam-
ple, be solved by minimizing the sum of squares  

    
22 MinΔA D . (15.4) 

Ideally one would do the decomposition with no or only a small number of assump-
tions. We perform the analysis in several steps. The first step is model independent 
and extracts significant information from the data. The effective rank of the matrix is 
determined by SVD, setting an upper limit to the number NC of distinguishable spe-
cies involved. Further processing can then be done either with the original data set 
or with a reduced data set truncated to the first NC most important components with 
the largest singular values. One option is solving Equation 15.4 with a global fit, 
employing a suitable model either for the concentration time profiles or the spectra. 
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The other option is performing an inverse Laplace transform along the time axis, 
leading to a spectral distribution of rate constants p(k, λ). Sometimes the data matrix 
contains invalid data, for example strong scattered laser light, or strong fluores-
cence that cannot be canceled to the degree required for the application of the fit or 
the Laplace transform. In these cases the part of the matrix containing invalid data 
must be modified in an appropriate way.  

In the following sections we will first describe the SVD and rank analysis, fol-
lowed by a short outline of the fit procedure. The procedure developed by us for 
correction for scattered laser light and/or fluorescence is described next. Although it 
would appear logical to describe this before the fit, we use the reverse order here 
since the technique is integrated into the fit procedure. The last section discusses 
the shortcomings inherently present in a multiexponential fit and describes the 
method used for the inverse Laplace transform. The latter is based on a maximum 
entropy concept.  

15.3.1  SVD and rank analysis 

Singular value decomposition decomposes a matrix ΔA with Nr rows and Nc columns 
into the product of three matrices U, W, and V as  

  tΔA UWV , (15.5) 

where the superscript t represents the transposed matrix. We assume that Nr ≥ Nc, 
otherwise the decomposition is done with the transposed matrix ΔAt. The matrix U 
has the same dimension as ΔA, and the columns of U are mutually orthogonal. W 
and V are square matrices of dimension Nc. V is an orthogonal matrix, and W is 
diagonal with diagonal elements wj ≥ 0 usually ordered in descending order. The 
reconstruction of the matrix ΔA with the first K components is then the best repre-
sentation of the original matrix by a sum of K bilinear products: 
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K
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k

k w kΔA u v . (15.6) 

In this expression u(k) refers to the k-th column of the matrix U. Thus, the standard 
deviation σ(K) defined as 

   
2( ) ( )K KΔA ΔA  (15.7) 

is the smallest standard deviation that can be expected for a fit to ΔA by a model of 
the form of Equation 15.3 with K components. A plot of σ(K) versus K yields a monoto-
nously decaying curve. Usually, this curve shows a steep slope for small values of K, 
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until σ(K) comes close to the experimental noise level. The first component that does 
not lead to a significant improvement of σ(K), as well as all further components, can 
then be regarded as representing noise. Truncation of the reconstruction of Equa-
tion 15.6 to only the significant components yields a data matrix which has been 
effectively filtered for noise. For example, reconstruction of a 512 × 512 matrix to 
4 components is equivalent to averaging over 128 columns and 128 rows, but with-
out any loss in temporal or spectral resolution. Representing the data as a 3D sur-
face plot usually requires such a filtering.  

15.3.2  Global lifetime analysis 

The global lifetime analysis assumes that the data can be modeled by a factorization 
into a sum of products of spectra Sk(λ) and concentration time profiles ck(t) as de-
fined in Equation 15.2, where the time profiles can be written as a linear combina-
tion of known analytic functions fj(t),  
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Here, NC is the number of distinct spectral species, and NF the number of analytic 
time functions. Defining C as a NT × NC matrix with elements Cik = ck(ti), and F as a 
NT × NF matrix with matrix elements Fil = fl(ti), the model data matrix D can be written 
in the form 

 D = CS = FXS = FB. (15.10) 

The k-th row of the matrix B with elements Bkj = bk(λj) corresponds to the spectral 
changes associated with the time function fk(t). When these time functions are ex-
ponential decays (convoluted with the instrument response), the corresponding 
spectra are called decay-associated difference spectra (DADS). Optimization corre-
sponds to solving the least-squares optimization problem 

    
22 MinΔA FB . (15.11) 

Efficient algorithms exist that find B by solving Equation 15.11 for fixed matrices ΔA 
and F. The value of χ2 optimized in this way is further minimized by a nonlinear 
least squares algorithm by variation of the rate constants in F. The DADS and the 
corresponding rate constants are the unique result of this global lifetime analysis.  
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This treatment does not require any model for the kinetics involved in the transient 
processes. The details of such a model will be entirely defined in the matrix X that 
relates the actual species kinetics to the elementary function fk(t). Once a model and 
thus the appropriate matrix X has been chosen, the species-associated difference 
spectra in matrix S can be calculated by 

 S = X−1B. (15.12) 

15.3.3  Eliminating invalid data 

Efficient algorithms exist that solve the linear least squares problem of Equa-
tion 15.11. These require the full rectangular data matrix ΔA, or a SVD decomposition 
of it. Scattered laser light or a strong fluorescence signal will, however, make small 
spots on the data image invalid for this analysis. Hence these data must be exclud-
ed. Since the matrix may not have “holes”, this means that the invalid data must be 
replaced with something else. We tested two strategies.  

In the first strategy, the invalid data area is “patched” by replacing all data 
points in a certain area with values obtained by interpolation of the values along the 
border of that region. The second strategy replaces the invalid data with the values 
of the fit according to Equation 15.11. This is done in every iteration. Upon conver-
gence, these data hence do not contribute to the sum of squares. To the best of our 
knowledge this second technique seems to be new. When the second method is 
used, the patching will yield a global fit to the full data matrix as a by-product.  

15.3.4  Maximum entropy analysis 

A global fit with exponential functions yields a set of rate constants kj and the DADS 
Pj(λ): 
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That is, fj(t) is the exponential decay function with rate constant kj convoluted with 
the instrument response function g(t). The latter is approximated by a Gaussian 
centered at the peak of the excitation laser pulse. Multiexponential fits are notori-
ously ill-posed problems. As a result, small variations in the noise (e.g. from differ-
ent measurements on the same system) can lead to substantial variations in the 
fitted parameters. This can be understood by considering the limit of infinite N. In 
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this limit the set of rate constants becomes a distribution function p(k), i. e. the sig-
nal A(t) is the transform of p(k), as shown in Equation 15.15 for a fixed wavelength: 

 


 0
( ) ( , ) ( )A t dk f t k p k . (15.15) 

In the limit that the apparatus function approaches the Dirac delta function, 
g(t) = δ(t), this is the Laplace transform. In practical application we found it more 
convenient to use q = ln k as the variable, i. e. defining 

 


 0( ) ( , ) ( )A t dq R t q p q  (15.16) 

 ( , ) ( ,exp( ))R t q f t q . (15.17) 

For the numerical implementation the variables t and q are taken as discrete values 
in equidistant steps, i. e. Ai = A(ti), pj = p(qj), and Rij = R(ti, qj). The transformation is 
then accomplished by the matrix multiplication 

 A = Rp. (15.18) 

An example is shown in Figure 15.3. In the upper part, a double exponential decay 
has been simulated. The ratio of the two rate constants is 1:3, with equal amplitudes. 
The lower part shows two distributions p(k) that fit the experimental data equally 
well. One corresponds to a double exponential fit, i. e. it consists of two sharp 
spikes. The other shows two broad bands which indicates that quite an amount of 
uncertainty in the rate constants can be tolerated. 

The dotted curve in Figure 15.3 was obtained with the maximum entropy 
method [34, 35]. This method optimizes the distribution function p(k) with respect 
to two criteria: first, the fit must be compatible with the data. This is achieved by 
fixing the average square deviation to the square of the standard deviation of the 
measurement, 
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In this expression, exp
jA  is an experimental data point, σj the corresponding standard 

deviation, Aj the calculated data point according to Equation 15.15, and MD is the 
number of data points. The second constraint is that the distribution p(k) should not 
contain more information than required to fit the data. This is achieved by maximiz-
ing the configurational entropy S of the distribution. 
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That is, the distribution function p(k) is represented by ML discrete values pl = p(kl). 
In this way the maximum entropy method yields the distribution p(k) with the 
smallest information content [36]. In other words, every other distribution contains 
information for which no evidence exists in the data [35]. As far as we know, the first 
use of the maximum entropy method for solving the inverse Laplace problem with a 
positive amplitude distribution was given by Livesey et al. [37]. Later, other func-
tions were proposed as entropy functions that have no sign restriction on the distri-
bution. A review and critical comparison can be found in [38]. We use a subroutine, 
kindly provided to us by Geoff Daniell [34] in 1995, for solving the maximum entropy 
problem with the definition of Equation 15.20 since this has a strict justification in 
terms of information theory.  

A moderate amount of noise can already significantly lower the true infor-
mation content of a data set. This is exemplified in Figure 15.4. In the upper panel 
the same double exponential decay as in Figure 15.3 is shown, with an increasing 
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Figure 15.3: Top: A decay curve simulated as a sum of two exponential decays with equal amplitudes 
convoluted with a Gaussian instrument response function. The ratio of the rate constants is 1:3. 
Bottom: Distribution of rate constants p(k) obtained by a double exponential fit (full line) and by the 
maximum entropy method (dotted line). Both distributions yield the same quality of fit to the data set. 
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amount of noise added. The corresponding maximum entropy distributions are 
shown in the lower panel. If the noise is larger than 1.6 % of the peak intensity, two 
decay rates which differ by a factor of three can apparently no longer be distin-
guished. Application of the maximum entropy technique to the analysis of streak 
camera images requires two modifications: these data contain decays with positive 
and negative amplitudes, whereas the entropy expression (Equation 15.20) allows 
only for positive values. This can be accounted for by representing the distribution p 
as the difference between two distributions, 

 p = p+ − p−. (15.21) 

The transformation then takes the form 
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Figure 15.4: Top: Simulated double exponential decay, convoluted with a Gaussian apparatus function, 
and with increasing amount of Gaussian noise added. Bottom: Distribution of rate constants p(k) ob-
tained by the maximum entropy method for each of the decay curves of the upper panel. When the noise 
exceeds 1.6 % of the peak intensity, no evidence for two distinct rate constants is left in the data. 
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Every column r(q) of the matrix R contains the time profile expected for a species that 
decays with the corresponding rate constant k = exp (q). The fastest rate constant is 
taken as the inverse of the time interval of one pixel of the streak image, the slowest 
rate constant is set to the inverse of ten times the total time window of the measure-
ment. Between these two limits, 510 equidistant steps are taken on a logarithmic 
scale. An additional column of R is filled with the time profile corresponding to k = 0, 
and one column contains the constant value 1. The corresponding two values of the 
distribution p account for all decay processes that show no significant decay within 
the measurement time window, and for a nonzero baseline of the whole image.  

Since the numerical solution of Equation 15.22 is rather time consuming, the al-
gorithm has been implemented to solve for the first NC significant columns of the 
matrix U from the singular value decomposition of the matrix A instead of the whole 
matrix A, resulting in a distribution p̂  in the space of SVD components. The true 
distribution p is then obtained by SVD back transform, 
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The trick of using Equation 15.21 for dealing with negative amplitudes has been 
applied by others before (e.g. [39, 40]).  

15.4  Performance 

We demonstrate the performance of the new technique with measurements on the 
photocatalytic oxidation of p-methoxy benzylalcohol (MBA) with riboflavin tetraac-
etate (RFTA) as the photocatalyst. Measurements on RFTA show how the data de-
velop with increasing number M of averaged measurements and demonstrate global 
lifetime analysis and determination of the number of significant components with 
SVD. Using the photocatalytic system of RFTA with MBA we show the use of the 
patching procedure and compare analyses of the data by global lifetime fitting and 
maximum entropy.  

15.4.1  RFTA alone 

We begin with measurements on the photocatalyst RFTA in acetonitrile/water 
(50:50-v/v) in the absence of the substrate MBA. Figure 15.5 shows false color rep-
resentations of data sets obtained with increasing number of accumulated excita-
tion cycles M = 1, 10, and 100. The graph at the top of Figure 15.5 shows the result of  
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Figure 15.5: False color map of the 2D transient absorption matrix measured after photoexcitation of 
RFTA dissolved in acetonitrile/water (50:50-v/v). The three panels correspond to the accumulation 
of 1, 10, and 100 excitation cycles from top to bottom. Yellow and red indicate a positive signal 
which is assigned to the flavin triplet state absorption. Green and blue data regions correspond to 
bleaching of the flavin ground state and fluorescence. 
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a measurement with only a single excitation cycle. The fluorescence of flavin is 
clearly visible as the narrow white horizontal stripe. With M = 10 (middle panel) the 
bleaching of the flavin ground state is clearly visible as a green vertical stripe cen-
tered at 450 nm. Red stripes on both sides indicate transient absorption by the tri-
plet state. Accumulation of 100 excitation cycles (bottom panel) results in a large 
improvement of the signal-to-noise ratio.  

All three data sets show a small white spot at t = 0, λ = 450 nm. This is an artifact 
caused by scattered light of the excitation laser. When this is removed by the patch-
ing procedure (see below), a global lifetime analysis of these data sets reveals two 
lifetime components. One is short with a fitted decay time of 43 ns. In the 10-μs time 
window, a single pixel corresponds to 20 ns, and the resolution of the apparatus is 
ca. 2.9 pixels. Hence the true lifetime of this component is not resolved. The corre-
sponding spectrum, shown in the upper part of Figure 15.6, is negative throughout 
the whole wavelength range with a broad peak at 535 nm. It is assigned to the fluo-
rescence of RFTA which shows up in the transient absorption as an increase in 
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Figure 15.6: Decay-associated difference spectra of the fast and the slow component of a global fit 
to the data sets measured with M = 1 (black curves), M = 10 (red curves), and M = 100 (green curves). 
The fast component is assigned to fluorescence, and the fitted lifetime of 43 ns is limited by the 
time resolution for this time window of the streak camera. The fitted lifetime for the slow compo-
nent, assigned to triplet–triplet absorption of flavin, is 1.36 μs. 
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transmission, i. e. with a negative amplitude. The second component is fitted by a 
monoexponential decay with a lifetime of 1.4 μs. The spectrum shows the character-
istic bands of the flavin triplet state near 650 and 700 nm. The lifetime of the triplet 
is limited by quenching with oxygen since the solution is saturated by air. We note 
that a single measurement already yields the correct spectra and decay times. Ac-
cumulating more measurements only improves the signal-to-noise ratio.  

The effective rank of the data matrix can be found by SVD. As an example we 
show in Figure 15.7 the first four columns of the matrices U and V from the SVD 
analysis of the (unpatched) data set of Figure 15.5b. The plot of the residual error σ(K) 
versus the number of components K is shown in the inset of Figure 15.7. The first two 
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Figure 15.7: The first four temporal (panel a) and spectral (panel b) components uk and vk from SVD 
of the data set measured with an accumulation of ten excitation cycles [panel b of Figure 15.5]. The 
plot of σ(K) vs. K is shown as an inset. The third component apparently does not improve the stand-
ard deviation, but the corresponding vectors u3 and v3 show some structure. The component K = 4 is 
the first that contains only noise. 
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components apparently lead to significant improvement in the residual error, 
whereas the third component shows only a small effect. The first three spectral and 
temporal components show structure that is significantly above the noise, but the 
fourth component is dominated by noise. After patching for the scattered laser light, 
the number of significant components is reduced to two (data not shown). Hence, 
we may interpret σ(2) as the noise in the data sets after patching for the laser scatter. 
A plot of σ(2) versus M  yields a perfect straight line, indicating that this noise 
scales with the square root of the number M of averaged excitation cycles as ex-
pected for quantum noise. The average number of photons of the probe light that 
are accumulated on every pixel of the streak image is proportional to the product of 
M and the width of the time window. Hence, a reliable measurement within the 1-μs 
time window should require either M = 10 accumulated excitation cycles, or an in-
crease of the intensity of the probe light by a factor of 10.  

15.4.2  Photooxidation of MBA with RFTA 

A detailed study of the mechanism of this photocatalytic reaction by our streak 
camera technique together with fs transient absorption measurements was present-
ed in [26]. Here we present a more recent data set for the ns–μs time range on the 
same system, measured with improved signal-to-noise ratio. The results of the pre-
vious report were confirmed, but more details became visible.  

The data matrix shown as the false color plot in panel a of Figure 15.8 was ob-
tained by accumulation of 100 excitation cycles of 30 mM MBA and 40 μM RFTA 
dissolved in acetonitrile/water (50:50-v/v). The data matrix covers a time range 
of 20 μs and the spectral range of 335–755 nm. Red and yellow colors indicate ab-
sorption, green and blue colors correspond to bleaching. The white spots at t = 0 
near 445 nm and in the range 490–610 nm indicate signals exceeding the color-
coding scale. They are caused by scattered light of the excitation laser and the flavin 
fluorescence, respectively. In a first step these two signals were removed by patch-
ing the data matrix as described in the section on data analysis. Panels a1 and a2 in 
Figure 15.8 show a magnified view of this section of the data matrix before and after 
patching, respectively. The plot of σ(K) versus K indicates four significant compo-
nents before patching (black squares), which are reduced to three components after 
patching (red circles).  

A subsequent global lifetime analysis with three exponential functions yields 
lifetimes of 0.93, 6.0, and ≫ 20 μs. The three corresponding decay-associated differ-
ence spectra (DADS) are shown in panel b of Figure 15.8 as the black, green, and red 
curves, respectively. They contain the spectral signatures of the flavin triplet state 
3RFTA at 700 nm, the radical anion 2RFTA∙‒ at 360 and 480 nm, and the protonated 
neutral radical 2RFTA-H∙ at 600 nm, as well as a negative band at 445 nm corre-
sponding to bleaching of the RFTA ground state. The DADS are linear combinations  
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Figure 15.8: (a) False color representation of the 2D transient absorption data measured for a solu-
tion of riboflavin tetraacetate (40 μM) and p-methoxy benzylalcohol (30 mM) in acetonitrile/water 
(50:50-v/v). The magnified sections a1 and a2 show the regions before and after patching for the 
invalid data caused by strong laser scattering and fluorescence. (b) DADS obtained by a global fit 
with three exponential functions. (c) Species-associated spectra obtained by transforming the 
DADS according to the mechanism depicted in Figure 15.9. 
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of the species-associated spectra (SAS), and the linear coefficients reflect the reac-
tion mechanism. The best agreement with published spectra for the three flavin 
species is obtained with the mechanism depicted in Figure 15.9: following excitation 
to the excited singlet state, 1RFTA decays either by fluorescence to the ground state 
or by intersystem crossing to the triplet state 3RFTA. This process occurs within 3 ns 
and is not resolved in our measurement. A fraction of α = 25 % of the triplet state 
reacts with MBA and forms the radical anion 2RFTA∙‒, whereas the other 75 % decay 
back to the ground state. The sum of both decays results in a lifetime of 0.93 μs for 
the triplet state. A fraction of ca. 46 % of the radical anion falls back to the ground 
state, presumably via back electron transfer to MBA. The remaining fraction of 
ca. 54 % is protonated to yield the neutral radical 2RFTA-H∙. Transformation of the 
DADS with this model yields the SAS shown in panel c of Figure 15.8. They agree 
well with published spectra of these species.  

Instead of a global fit the data matrix can also be analyzed by the maximum en-
tropy method. The resulting matrix of the distribution p(log k, λ) is shown in Fig-
ure 15.10a. The false color plot reveals three regions along the log k axis where spec-
tral changes occur: one near log k ≈ −0.06, corresponding to lifetimes in the range 
τ = 1.16  ± 0.46 μs, a second region near log k ≈ −0.92, corresponding to lifetimes in 
the range τ = 8.3 ± 2.6 μs, and a third region log k < −2.32, corresponding to lifetimes 
in the range τ > 210 μs, i. e. outside of the time window covered by the experiment. 
Integration of p(log k, λ) over the corresponding ranges along the log k axis, as indi-
cated by the dashed lines in Figure 15.10a, results in the spectra shown as full lines 
in panels b, c, and d of Figure 15.10. Apparently, these are very similar to the DADS 
obtained by the global fit, shown again for comparison as dotted lines in the respec-
tive panels. The fit corresponds to a distribution p(log k, λ) that consists of three 
δ-functions along the log k axis. The maximum entropy method yields, in addition to 
the “peak”-lifetimes, also a measure of the uncertainty in these lifetimes. In the 
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Figure 15.9: Mechanism proposed for the initial steps of the flavin-based photocatalytic oxidation of 
p-methoxy benzyl alcohol. 



314 | Bernhard Dick, Uwe Kensy, Roger-Jan Kutta 

present case, the characteristic rate constants of the system differ sufficiently so that 
the peaks along the log k axis are well separated. Thus, the maximum entropy tech-
nique yields an a posteriori justification for the use of a double exponential fit.  
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Figure 15.10: (a) 2D representation of the distribution of rate constants p(k, λ) obtained by maximum 
entropy inverse Laplace transformation of the data matrix in Figure 15.8 after patching for scattered 
laser light and fluorescence. (b–d) Comparison of the DADS (dotted lines) from global lifetime 
analysis (Figure 15.8) and the spectra obtained by integration of p(k, λ) over the rate constant inter-
vals indicated. For a discussion of these results see the text.  
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15.5  Discussion 

We conclude the assessment of the performance of the new transient absorption 
machine with a discussion of sensitivity. We expect that the noise measured at any 
individual pixel of the detector scales with the inverse of the square root of the 
number of photons collected by this particular detector element. This number of 
photons is proportional to the number M of events averaged, the size of the time 
window T selected for the streak image, and the width d of the slits of the spectro-
graph. The standard deviation should be a function of the wavelength since the 
intensity of the probe light is lower in the red region (λ > 650 nm) and highest in the 
visible range between 400 and 600 nm. Hence, it should be possible to model the 
standard deviation according to 

    
 

  
 

1/2
0 0 0

0( ) ( ) T d M
TdM

, (15.25) 

where T0 is the time window, d0 the slit width of the spectrograph, and M0 the num-
ber of averaged events in a typical measurement taken as the reference. Figure 15.11 
shows, in panel a, the measured function σ0(λ) for T0 = 10 μs, d0 = 60 μm, and M0 = 50. 
The function was obtained by a measurement on a cuvette filled with pure water 
and blocking the excitation laser. The standard deviation was calculated for each 
column of the data matrix, i. e. for all pixels belonging to the same wavelength. In 
the limit of zero slit widths the resolution of the streak camera CCD combination is 
ca. 2.5 pixels both in the time and the wavelength direction. We use a slit width of 
30 μm for the streak camera, resulting in a width of 2.9 pixels for an infinitely fast 
(i. e. unresolved) event. For a given time window T the temporal resolution is hence 
δt = 0.00566 T. The spectral resolution increases linearly with the slit width d of the 
spectrograph according to δλ/[nm] = 2.1 + 0.0124 d/[μm]. With the settings men-
tioned above the time resolution is 57 ns and the spectral resolution is 2.9 nm. In this 
“standard experiment”, the noise is ca. 3.5 mOD on each pixel in the spectral range 
350–500 nm. It should be noted that this noise can be further reduced by SVD anal-
ysis – without any loss in spectral or temporal resolution – by a factor of / 512K , 
where K is the number of significant components.  

Panel b in Figure 15.11 shows that the noise indeed scales with the inverse square 
root of T, d, and M. The standard deviation σ averaged over the wavelength interval 
350–500 nm is plotted versus 0 /T T  (triangles), 0 /d d  (squares), and 0 /M M  
(circles). Error bars indicate the standard deviation of these errors in that spectral 
interval. All data points fall nicely on the same straight line. Hence, Equation 15.25 
can be used in combination with the curve in Figure 15.11a to estimate the noise for 
other settings of the apparatus. All these values refer to the same setting of the en-
trance slit of the streak camera (30 μm), and to the light intensity of our present 
pulsed Xe flash lamp. Even lower noise levels could be achieved by increasing the 
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slit width of the streak camera (thereby sacrificing time resolution), or by employing 
a brighter flash lamp. We plan to use the latter option, in combination with a faster 
excitation laser, in order to access shorter time windows in the range 1–100 ns.  

15.6  Conclusion 

In summary, we have shown that the streak camera apparatus is capable of measur-
ing fluorescence spectra and transient absorption spectra in a single excitation 
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Figure 15.11: (a) Standard deviation σ0 for an individual data point (pixel) in the streak image for a 
measurement in a time window of T0 = 10 μs, with a monochromator slit of d0 = 60 μm, and averaging 
over M0 = 50 excitation cycles. (b) The standard deviation scales with the inverse square root of T 
(triangles), d (squares), and M (circles). 



 Transient Absorption | 317 

event for time windows T > 1 μs with a time resolution of δt ≈ T/200. Our experience 
with one-dimensional measurements at a fixed wavelength is that the number of 
excitation cycles required to obtain a reasonable monoexponential fit is typically 
M ≈ 100. Furthermore, measurements are not possible at wavelengths that overlap 
with the fluorescence. With the streak camera, we can measure over the full wave-
length range and obtain the decay characteristics of the system for all these wave-
lengths with less excitation cycles than required for a single one-dimensional meas-
urement. The fluorescence spectrum is obtained as a by-product. This is possible for 
two reasons:  
1. The streak camera has a much larger dynamic range (10000:1) compared to the 

typical dynamic range of a photomultiplier.  
2. The streak camera data are highly redundant. 

This more than compensates for the comparatively low S/N-ratio of each individual 
pixel. For example, filtering of the data matrix by singular value decomposition to 
the five most significant components is equivalent to averaging over 100 columns 
and 100 rows of the matrix without any loss in temporal or spectral resolution. We 
conclude that the streak camera setup yields transient absorption data with a multi-
plex factor of more than 100 compared to one-dimensional measurements of time 
traces at fixed wavelengths. In addition, we can measure transient absorption over 
the full wavelength range 350–750 nm also for systems with strong fluorescence.  
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16  Time resolved spectroscopy in photocatalysis 

16.1  UV/Vis absorption spectroscopy: More than just ε! 

The basic principles of optical spectroscopy were discovered in the nineteenth cen-
tury. The German optician Joseph von Fraunhofer (1787–1826) was the first one, who 
observed effects of atomic absorption processes in the spectrum of the sun. Narrow 
black absorption lines, which are now named Fraunhofer lines, correspond to opti-
cal transitions of the elements in the solar atmosphere. The spectral position of 
these lines allows conclusions on the composition of the atmosphere. Later, in the 
middle of the nineteenth century, the physicist Gustav Robert Kirchhoff and the 
chemist Robert Wilhelm Bunsen were the first who discovered previously unknown 
elements (Caesium and Rubidium) with the help of optical spectroscopy. The signif-
icant development of spectroscopic techniques since then has pushed spectroscopy 
to become one of the most important scientific tools. As a recent example, the Curi-
osity rover, which was landed by NASA on Mars in 2012, carries a spectrometer for 
the visible and UV spectral range for the optical analysis of matter. 

Since there are a huge number of different spectroscopic techniques which are 
already described in detail elsewhere, we will only give a brief introduction on 
UV/Vis absorption spectroscopy in the context of time-resolved spectroscopy and 
photocatalysis. In general, UV/Vis absorption spectroscopy provides a wavelength 
dependent optical density OD(λ). The Beer–Lambert-Law 

      c d OD

o

IT 10 10
I

        (16.1) 

allows calculating the molar absorption coefficient ε(λ), a quantity describing mo-
lecular properties, from the measured optical density OD(λ), the concentration c of 
the sample and the optical path length d. However, the UV/Vis absorption spectrum 
can provide much more information than just ε values, which arise from the spectral 
distribution of possible optical absorption and thereby the energy differences. In 
particular, effects caused either by self aggregation or by the complexation of cata-
lyst and substrate are often well distinguishable in UV/Vis spectroscopy by encoun-
tering additional absorption bands with increasing concentration. Also a change of 
the dipole moment of the excited chromophore between the ground state and its 
excited state can be often seen with the help of absorption spectroscopy in a variety 
of polar solvents.  

Two different types of self-aggregation of dyes in solution are discussed in the 
literature: H-aggregates and J-aggregates. J-aggregates, named after their inventor 
Jelley and H-aggregates, are named for the hypsochromic shift (to shorter wave-
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lengths) of their UV/Vis absorption spectrum when they are aggregated. In the 
1930s Günter Scheibe from the Technical University of Munich and Edwin E. Jelley 
from the Kodak Research Laboratory in Harrow, UK observed independently an 
unusual behavior of pseudoisocyanine (PIC) chloride in aqueous solution and in 
ethanol. The absorption maximum was shifted to higher wavelengths and became 
more intense and sharp upon increasing the dye concentration. Dye aggregates with 
an absorption band that is bathochromically shifted (to longer wavelengths) with 
respect to the monomer absorption band are generally termed Scheibe aggregates or 
J-aggregates. [1–3] Substituted perylene diimides which are also used as a light ab-
sorbing chromophore in photocatalysis [4] show – depending on their substituents – 
very strong effects due to J-aggregation in their absorption spectrum. [5, 6] 

Self-aggregation does not necessarily need to affect the energy levels of elec-
tronic states but it still can result in changes of the vibronic structure of the electron-
ic absorption. Figure 16.1 shows for instance how self-aggregation of 4-(3′-butenyl-
oxy)quinolone, a pro-chiral target in enantioselective photocatalysis [7, 8], changes 
the shape of the UV/Vis absorption properties with increasing concentration. It can 
be clearly seen, that the spectral position of the absorption band is not influenced 
by aggregation whereas the shape of the absorption band broadens with increasing 
concentration. 

The ability of a chromophore to change its absorption and fluorescence proper-
ties due to a change in solvent polarity is called solvatochromism. A hypsochromic 
shift (to shorter wavelengths) of a transition with increasing solvent polarity corre-
sponds to negative solvatochromism whereas a bathochromic shift (to longer wave-
lengths) with increasing solvent polarity corresponds to positive solvatochromism. 
Since polar solvents energetically stabilize states with larger dipole moment, the 
sign of the solvatochromism generally depends on the change in dipole moment 

 

Figure 16.1: Normalized absorption of 4-(3′-butenyloxy)quinolone in trifluorotoluene at different 
concentrations.



 Time resolved spectroscopy in photocatalysis | 321 

between the ground state and the excited state. The effects of solvatochromism do 
not necessarily have to affect all ground state transitions of the chromophore. For 
example, only the second optical accessible transition of riboflavin tetraacetate 
(RFTA) shows solvatochromism whereas the first accessible transition is nearly 
unaffected by a change of solvent polarity (Figure 16.2, right panel). The solvato-
chromism of RFTA is not only caused by a change of polarity. A major part of the 
solvatochromism of RFTA originates from a change in hydrogen bonding between 
solvent and chromophore. [9, 10] 

The second example to demonstrate the effects of solvatochromism we chose 
from the group of fluorescin dyes. The dianion of eosin Y (2′,4′,5′,7′-tetrabromo-
fluorescin), which has now been reported to provide photocatalytic capability [11], 
shows a strong negative solvatochromism of its energetically lowest absorption 
band (Figure 16.2, left panel). A solvent dependent change of the hydrogen bonding 
is suggested to strongly affect the ground state absorption properties. [12] Also the 
monomeric and the dimeric form of eosin Y are distinguishable by their absorption 
properties. [13] It is reported in the literature that the solvent polarity not only af-
fects the ground state absorption spectra but also the excited state dynamics and 
absorption properties of eosin dyes. The lifetime of the S1 state, for instance, strong-
ly decreases when diluted in water and in other protic solvents. The occurrence of 
hydrogen-bond assisted non-radiative deactivation competes with fluorescence 
and, therefore, leads to an ultrafast relaxation of the excited singlet state back to the 
ground state. [14] 

Intramolecular charge transfer states play a major role in photoredox catalysis. 
Excitation of these states generally leads to a strong change in the dipole moment of 
the chromophore with respect to its ground state. Especially coordination com-
plexes, which are often used as photoredox catalysts, exhibit intramolecular charge 

  

Figure 16.2: Negative solvatochromism of eosin Y (2′,4′,5′,7′-tetrabromo-fluorescin-dianion, left) and 
positive solvatochromism of riboflavin tetraacetate (right). The empiric values of the polarity of the 
solvents on the Reichardt scale are 1.00 for H2O, 0.65 for ethanol (EtOH), 0.46 for acetonitrile 
(MeCN), and 0.44 for dimethyl sulfoxide (DMSO) [15].
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transfer states, so-called metal-to-ligand charge transfer states (MLCT). The excita-
tion of a MLCT transition causes a significant charge rearrangement within the co-
ordination complex in its excited state and, hence, strongly affects the ground state 
absorption properties with increasing solvent polarity. 

Ruthenium centered metal complexes are a well investigated group of coordina-
tion complexes due to their versatile application in photoredox catalysis. In refer-
ence [16] and reference [17] the solvatochromism of different ruthenium centered 
coordination complexes is described and a hypsochromic shift of the ground state 
absorption spectrum with increasing solvent polarity was found which corresponds 
to a negative solvatochromism. According to reference [17] the excitation of a MLCT 
transition of the ruthenium centered coordination complex leads to a decrease in 
dipole moment of the investigated asymmetric coordination complex. The polar 
solvent environment stabilizes the polar ground state of the chromophore and, 
hence, enlarges the energetic gap between the ground state and the excited state. 
This causes the blue shift of the ground state absorption spectrum.  

When considering the influence of polar solvent molecules on excited states, it 
has to be mentioned that immediately after excitation both the nuclear configura-
tion of the chromophore and the solvent environment remain in the ground state 
configuration. Then, on the time scale of hundreds of femtoseconds to a few ps, the 
energy is redistributed among intrachromophore modes.  The fastest solvation pro-
cesses take place on the same sub-ps time scale, with a strong dependence on the 
particular solvent, and diffusive solvent motion occurs on a somewhat longer ps 
time scale. [18–20] The similarity in time scale for vibrational relaxation and solva-
tion makes their interplay highly complicated. After the two processes have con-
cluded, the excited chromophore and the solvent environment are in equilibrium. 
This causes, at the same time, an increase of the energy of the electronic ground 
state. As a consequence, a rather large shift of the emission spectrum to longer 
wavelengths is found. 

To describe the effects of the solvent polarity on optical properties and chemical 
reactivity as well in a simple model is not sufficient. The effective polarity of a sol-
vent is influenced by a huge number of effects: On the one hand the dielectric con-
stant (ε) and the permanent dipole moment (μ) are contributing to the intensity of 
the solvent polarity. On the other hand, effects between solvent and solute caused, 
for instance, by nonspecific Coulombic, directional, inductive and dispersion inter-
actions are contributing to the effective solvent polarity as well as hydrogen bond, 
electron pair donor/acceptor and solvophobic interactions. [21] The empiric scale of 
Christian Reichardt reduces all contributing effects on a one-dimensional scale de-
scribing the effective polarity of a solvent and can be found in reference [15]. On this 
scale the highest empiric value of polarity of one is assigned to water whereas the 
lowest value of 0.006 is attributed to cyclohexane. A fundamental overview of solv-
atochromism, solvatochromic dyes and their use as solvent polarity indicator is 
presented by Reichardt in reference [22]. 
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16.2  Time-Resolved spectroscopic methods from fs to μs to 
elucidate photocatalytic processes 

16.2.1  Transient absorption spectroscopy: Signals, time scales, 
and data processing 

In the previous section, an introduction to UV/Vis absorption spectroscopy was 
given and it was exemplified how optical spectroscopy is able to provide more than 
only static information of the ground state absorption properties of a molecule. 
However, to understand the mechanism of a photocatalytic reaction, it is not suffi-
cient only to rely on steady state spectra. Even bimolecular photocatalytic reactions 
include multiple intermediate steps, which may occur on a huge range of different 
time scales. Whereas intramolecular electron transfer processes, and the closure or 
breaking of covalent bonds occur on time scales down to the fs regime (10−15 s), dif-
fusion limited bimolecular reactions or triplet chemistry happen on time scales up 
to the μs regime (10−6 s) or even beyond. For this reason it would be a great benefit 
for the understanding of photocatalysis to observe the individual steps of the photo-
catalytic reaction in slow motion.  

Since many of these processes cause changes in the optical properties of the 
sample, time resolved spectroscopic methods come into play. There are numerous 
different spectroscopic techniques, which can be used for the investigation of excit-
ed state dynamics. The most common methods provide time resolved emission or 
absorption properties from the near UV to the IR range of the electromagnetic spec-
trum. Common methods for the time resolved observation of emission are streak 
lifetime imaging, time-correlated single-photon counting (TCSPC) and fluorescence 
upconversion, to mention only the most common ones. Since these techniques only 
allow the investigation of electronic states which emit photons, the accessible in-
sight into the excited state dynamics is quite limited. Much more information is 
provided by time resolved absorption spectroscopy. There are also various spectro-
scopic techniques to access largely different time scales and spectral windows: laser 
flash photolysis, time resolved infrared spectroscopy, femtosecond stimulated Ra-
man spectroscopy [25], multi-photon absorption spectroscopy and 2D spectroscopy 
to mention again only a few of them.  

The modern version of ultrafast transient absorption (TA) spectroscopy is a 
direct successor of the flash photolysis technique developed by R. G. W. Norrish 
and G. Porter around 1950. [23, 24] In their experiments, which earned them the 
Nobel prize in chemistry in 1967, they used light bursts with millisecond duration 
from discharge lamps to trigger fast chemical reactions. The course of the reac-
tion was monitored by taking photographs of the absorption of the sample at 
different delay times after the excitation. Thereby, the sample was exposed to a 
second light flash with a continuous spectrum that was dispersed in a poly-
chromator before illuminating the photo plates. The basic idea behind this is that 
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different intermediate states of the photoinduced reaction have different absorp-
tion properties. 

Here we will only focus on time resolved absorption spectroscopy which covers 
the visible, the near UV and near IR spectral region. The following chapter describes 
how transient absorption (TA) spectroscopy on largely different time scales can be 
applied to photocatalytic reactions to gain deep insights into the underlying reac-
tion mechanism and to obtain a fundamental understanding of the intermediate 
steps. In combination with a suitable data analysis, one is enabled to cover a huge 
field of questions. With regards to the investigation of photocatalytic processes, 
especially the following questions are of specific interest: 
– Which are the intermediate steps of the photocatalytic reaction? 
– Is the catalytic reaction singlet or triplet chemistry? 
– How does diffusion contribute to the reaction dynamics? 
– Are intramolecular charge transfer processes involved? 
– Are catalyst-substrate-complexes formed and which impact has the complex 

formation on the electronic properties of a molecule? 

Time resolved spectroscopic methods provide the quantitative and qualitative de-
termination of the kinetics of intermediate states in light-induced chemical reac-
tions within the experimental limits such as time resolution, maximum pump-probe 
delay and spectral probe detection bandwidth. Since the fastest molecular electron-
ic processes occur on the fs time scale, ultrafast spectroscopic techniques are neces-
sary to resolve these processes. There are many different approaches for the meas-
urement of photo-induced reaction kinetics. In this chapter we present two spectros-
copic techniques allowing the determination of time resolved absorption spectra on 
timescales from tens of fs to hundreds of μs when they are combined. 

In general, time resolved absorption spectroscopy is a pump-probe technique: 
The sample is first optically excited by a spectrally defined pump pulse tuned into 
resonance with a selected electronic transition or vibronic feature and then probed 
with a broadband white light pulse after a chosen delay time Δt. This procedure is 
repeated for selected values of Δt until the whole temporal window is covered with 
the desired temporal resolution. The chosen method which determines the pump 
probe delay Δt depends on the observed time window: On the one hand, for Δt val-
ues from tens of fs to few ns, a computer controlled mechanical delay stage to con-
trol the optical path length of pump- or probe-pulse is reasonable. An increase of the 
optical pathway by 3 μm corresponds to a temporal delay of ~ 10 fs between pump 
and probe pulse whereas an increase of 30 cm corresponds to a ~ 1 ns delay. To re-
solve ultrashort processes on this time scale, it is necessary that the duration of 
pump and probe pulse also have to match these temporal conditions. On the other 
hand, to cover time scales larger than some ns or even in the μs or ms range, a me-
chanical delay is no longer feasible. Here electronic delay triggering provides the 
desired temporal accuracy and time window. 
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One aspect which all methods of transient absorption spectroscopy have in 
common is the kind of signals that contribute to the observed transient spectrum. 
Since all common pump-probe techniques measure the change of absorption with 
respect to the ground state absorption and not the pure absorption spectrum of the 
excited state or product states, the more correct term for the presented methods 
would be “transient differential absorption spectroscopy”, which is sometimes 
used. In general there are four major contributions to the transient absorption spec-
trum. The change of absorption of the excited state with respect to the ground state 
absorption can be either positive (ΔOD > 0) or negative (ΔOD < 0): 
– Excited state absorption (ESA), ΔOD > 0   

Absorption of excited state > absorption of ground state 
– Ground state bleach (GSB), ΔOD < 0   

Absorption of excited state < absorption of ground state 
– Stimulated emission (SE), ΔOD < 0   

Stimulated emission amplifies probe light within the spectral region of the fluo-
rescence 

– Product absorption (PA), ΔOD > 0   
Newly formed species will absorb in general and their absorption will differ 
from the absorption spectra of the reactants 

The signal of the stimulated emission can be clearly assigned to an excited singlet 
state – usually the S1 state. Stimulated phosphorescence of the triplet state is gener-
ally not often observable in transient absorption spectroscopy since it usually in-
volves a spin forbidden transition from the triplet state back to the ground state, 
which has singlet character. The ground state bleach corresponds to a lack of 
ground state absorption due to the excitation of a fraction of molecules within the 
probed sample volume. The ground state bleach is specifically suited to quantify the 
fraction of molecules which populate an intermediate or product state of the photo-
chemical reaction: Its persistence indicates that not all of the excited molecules 
have relaxed back to the ground state. Figure 16.3 a) shows the ground state absorp-
tion spectrum and the fluorescence spectrum of riboflavin tetraacetate (RFTA), a 
versatile investigated organic photocatalyst. The transient differential absorption 
spectrum of RFTA immediately after excitation at 450 nm is shown in Figure 16.3. b) 
Since the majority of common pure organic chromophores does not exhibit sup-ps 
excited state dynamics after excitation into the S1 state, only the signal of the first 
excited singlet state is contributing to the measured overall differential transient 
absorption spectrum at a pump-probe delay of 1 ps. One exception for instance is the 
organic chromophore xanthone, which undergoes inter-system crossing on the time 
scale of 1.5 ps. [26] The comparison of Figure 16.3 a) and Figure 16.3 b) clearly shows 
how the signals of ground state bleach and stimulated emission in the transient 
differential absorption spectrum correspond to ground state absorption and emis-
sion spectra. 
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16.2.2  Spectroscopy on the fs to ps time scale 

Several technical approaches for time resolved absorption spectroscopy are availa-
ble to cover a huge range of time scales. The speed of light is the determining physi-
cal quantity when choosing the adequate experimental technique for the measure-
ment of time resolved absorption spectra on different time scales. In the 1980s of the 
last century the first femtosecond lasers based on dye technology became available 
and allowed seminal investigation into fundamental dynamical processes. Only 
with the discovery of the modelocked Ti:sapphire, utilizing a solid-state laser mate-
rial with the necessary broad gain bandwidth, laser pulses with fs duration became 
readily and reliably accessible. [27, 28] This discovery made the investigation of 
complex chemical reaction dynamics on the fs time scale possible for many labora-
tories. The initial work that was relying on the more complex CPM technology was 
rewarded with a Nobel Prize in chemistry for Prof. Ahmed Zewail in 1999.  

 

 

Figure 16.3: UV/Vis absorption and fluorescence spectra of riboflavin tetraacetate (top). Difference 
spectrum of the S1 state of riboflavin tetraacetate (bottom) 1 ps after excitation at# λ = 480 nm. 
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As mentioned before, time resolved absorption spectroscopy is a pump-probe 
technique. It does not only require ultrashort laser pulses, also an accurate control 
of the temporal delay between pump and probe pulse within the sample cell is es-
sential. For the measurement of reaction kinetics on time scales from tens of fs 
(10−15 s) up to a couple of ns (10−9 s) the temporal delay can be easily adjusted by 
changing the optical pathway of pump or probe beam by moving a reflector on a 
mechanical delay stage. Mechanical delay stages provide accuracy on the μm scale, 
which is sufficient (c ‧ 10 fs = 3 μm) to obtain a time resolution of tens of fs. At the 
other end, mainly the limitations given by diffractive optics inhibit continuously 
tunable temporal delays, which are larger than a couple of ns (c ‧ 10 ns = 3 m). 

Megerle et al. [29] provide an overview over a state-of-the-art setup for an accu-
rate measurement of transient absorption (TA) spectra on time scales of fs to ns, 
which is schematically drawn in Figure 16.4. This section only gives a brief introduc-
tion into the ultrafast TA spectroscopy.  

Modern amplified femtosecond laser sources, which are applied in femtosecond 
transient absorption spectroscopy, provide ultra short laser pulses centered around 
800 nm with a duration of 35–150 fs and pulse energies of about 1 mJ at a repetition 
rate of a few kHz. Due to the very short duration of the laser pulses, the peak intensi-
ties are in the gigawatt regime. By focusing a small part of the pulses into a trans-
parent solid – usually a crystal – a supercontinuum is generated. [31, 32, 39] The 
spectral shape and the stability of the generated supercontinuum strongly depend 
on the crystal material. The parametric amplification of a selected region of this 
supercontinuum allows the direct generation of ultrashort pulses with new wave-
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Figure 16.4: Scheme of a state-of-the-art ultrafast pump-probe spectrometer. [29] Tunability of the 
pump pulse is provided by a noncollinear optical parametric amplifier (NOPA) and second harmonic 
generation (SHG) in a BBO crystal. The prism compressor (PC) compresses the NOPA output pulse in 
the time domain. The variable attenuator (VA) adjusts the energy for the super continuum genera-
tion (SCG) in the calcium fluoride crystal (CaF2). The prism spectrometer (PS) detects the spectrally 
dispersed probe pulse after passing the sample with the help of a CCD array. The combined half-
wave plate (λ#/2) and wire-grid polarizer (WG) allow adjusting of the intensity of the pump beam.  
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lengths in the spectral range between 450 nm and the central wavelength of the 
laser source. Further mixing processes such as second harmonic generation (SHG), 
sum frequency generation (SFG) and difference frequency generation (DFG) even 
enlarge the accessible wavelength region down to 189 nm. [33–35] These pulses 
usually have durations down to below 20 fs, a spectral bandwidth of tenths of THz 
and a pulse energy of hundreds of nJ to many μJ. They can be used for excitation of a 
photocatalytic active chromophore at any desired spectral region.  

Another part of the laser is focused into a further crystal for supercontinuum 
generation. This second supercontinuum is used for probing the transient response 
of the sample. Therefore, an extremely broad and stable white light is desired to 
gain detailed spectral information within the complete spectral window at once. 
White light generated in a high quality calcium fluoride (CaF2) crystal provides a 
stable probe spectrum within the wavelength region from 290 to 720 nm, when 
pumped with the fundamental of a Ti:Sa laser at 775 nm. [36] To prevent damage 
during supercontinuum generation, the crystal has to be kept constantly in motion. 
Care has to be taken to not negatively affect the shot-to-shot stability of the generat-
ed white light by the permanent movement. A translation motion of the CaF2 crystal 
within the focal plane provides the best supercontinuum properties for transient 
absorption spectroscopy. This motion avoids detrimental effects that would be 
caused by rotation of the crystal. Using a sapphire crystal instead of the CaF2 crystal 
provides the advantage that the sapphire crystal is more stable against photo dam-
age and does not need to be translated. However, the generated supercontinuum 
extends only weakly into the blue (~ 440 nm). 

The spectral position of the CaF2 white light can be shifted to adjacent spectral 
regions when pumping the supercontinuum generation with the second harmonic 
or even with an arbitrary chosen wavelength, which is generated by an additional 
optical parametric amplifier, instead of the fundamental. [32] Figure 16.5 shows 

 

Figure 16.5: Supercontinuum, generated with 775 nm (blue line), with 1100 nm (purple line), and 
with 2200 nm (violet line) pump pulse in CaF2. The long wavelength cutoffs are given by spectral 
filters that suppress the pump pulses.
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supercontinua, which are generated in a CaF2 crystal pumped with femtosecond 
pulses of different wavelengths. As an alternative to the supercontinuum genera-
tion, also a second tunable parametric amplifier can be used for probing the excited 
sample. The probe pulses, which are generated by a parametric amplifier, are spec-
trally much narrower than a supercontinuum and, hence, provide less spectral in-
formation of the excited state. But in terms of pulse-to-pulse stability and achievable 
time resolution, this method provides advantages. For recording of broadband tran-
sient spectra with this method, it is necessary to repeat the measurement several 
times with different probe wavelengths to cover the whole spectral range of interest. 

Usually in photocatalysis the excited state dynamics in the sub-ps regime only 
play a minor role, since photocatalysis is a bimolecular reaction and diffusion pro-
cesses usually occur on the time scale of hundreds of picoseconds or slower. But for 
the characterization of the underlying sensitizing mechanism, sometimes it be-
comes inevitable to understand the ultrafast dynamics on the fs time scale. Especial-
ly if there is pre-association of catalyst and substrate, dynamics on the femtosecond 
time scale may be interesting. For instance, electron transfer between the excited 
state of the photocatalyst flavin and the amino acid tryptophane, both covalently 
bound to DNA and, hence, in close proximity, occurs on the 100 fs time scale. [38] 
The achievable time resolution of a transient absorption measurement strongly 
depends on the duration of the pump pulse, which is used for excitation. The dura-
tion of the probe pulse is not significantly affecting the achievable time resolution if 
the spectral resolution of the detection is accurate enough. [39] Hence, a com-
pressed pump pulse is desired for a high time resolution. The output of a parametric 
amplifier can be easily compressed by passing a prism compressor, which allows 
pulse durations in the sub-20-fs regime in the visible and even in the near UV spec-
tral range. To keep the pulse duration short, the use of reflective optics instead of 
bulk glass material is recommended to avoid additional chirp due to effects of dis-
persion. [29] Also the use of ultrathin windows for the sample cell minimizes the 
effect of additional chirp on the pump pulse. Furthermore, effects caused by overlap 
of pump and probe pulse within the window material, which also negatively affect 
the achievable time resolution, are minimized. 

Time resolved spectroscopic pump-probe techniques require multiple excitation 
cycles of the probed sample volume to obtain a low-noise transient absorption spec-
trum with a sufficient density of data points to obtain a high time resolution. When 
using laser sources with a kHz repetition rate, the duration of a reasonable standard 
measurement ranges from 20 minutes to 2 hours depending on the averaging and 
the desired density of data points. Even if the quantum yield of the photocatalytic 
conversion of the substrate is in the low percent regime, the use of a flow cell is 
inevitable to keep the reaction conditions constant during the measurement. In 
addition, effects of the photo degradation of the photocatalyst can be avoided when 
measuring in a flow cell. A flow cell, which fulfills both the issues of a thin sample 
size and thin windows of the cell is depicted in Figure 16.6. [29] 
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Another aspect that has to be covered especially when investigating photocata-
lytic reactions is the total amount of the sample and the effective concentration of the 
photocatalyst and substrate within the sample solution which is available for the 
spectroscopic measurement. Due to a limited length of pump-probe overlap within 
the sample cell, which usually does not exceed ~ 1 mm, the optical density and; 
hence, the concentration of the sample solution needs to be sufficiently high. On the 
one hand, depending on the energy density of the pump pulse, the optical density at 
the excitation wavelength has to be high enough to generate a reasonable signal of 
the excited state within the probed spectral region. Also, the optical density within 
the probed spectrum has to be low enough not to completely absorb any part of the 
probe spectrum. An optical density of about 0.5 but not higher than 1 is recommend-
ed. Especially when product formation or photo degradation of the catalyst plays a 
major role, one has to be aware of the number of total excitation cycles of one mole-
cule in the sample solution. Performing a transient absorption measurement of a 
common chromophore (ε = 10 ‧ 103 M−1 cm−1) under standard conditions of ultrafast 
transient absorption spectroscopy (d = 120 μm; signal = 10 mOD, spot size of pump 
pulse: ~ 100 μm), the amount of excited molecules within a measurement time of one 
hour is in the range of hundreds of nanomoles. Considering a sample volume in the 
milliliter regime and a concentration of the chromophore in the mM and sub-mM 
regime, the excitation probability of one chromophore already comes close to unity. 

16.2.3  Spectroscopy on the ns to μs time scale 

In the previous section an experimental method for the measurement of photo-
induced reaction kinetics on time scales from tens of fs up to a couple of nanosec-

 

Figure 16.6: Scheme of the custom-made flow cell designed for low dispersion and a small optical 
path length. Reprinted from reference [29] with permission from Springer. 
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onds was presented. Since particularly in bimolecular reactions, the relevant inter-
mediate steps may occur on much longer time scales, ultrafast transient absorption 
spectroscopy on this time scale is no longer sufficient and new experimental ap-
proaches are needed. Laser flash photolysis has become the standard tool to gain 
time resolved spectroscopic data on the ns and μs time scale. But in comparison to 
the presented ultrafast spectroscopic techniques, it brings some drawbacks: First to 
our knowledge, common commercially available systems provide a temporal resolu-
tion not below 7 ns. Although it is possible to cover the time scale up to ~ 10 ns using 
a pump-probe setup with a sufficiently long mechanical delay stage, the obtained 
time constants on the ns time scale are not reliable due to a possible change of over-
lap of pump and probe beam within the sample cell while moving the delay mirrors. 
Only a very accurate beam alignment gives access to reliable time constants in the 
few ns region. Second, in comparison to the presented ultrafast transient absorption 
setup, the measurement conditions are completely different in classical laser flash 
photolysis. For instance, the Laser Flash Photolysis Spectrometer LP920 from Edin-
burgh Photonics [37] works with excitation pulse energies in the millijoule regime 
whereas the excitation energies in ultrafast transient absorption spectroscopy are 
many magnitudes smaller and remain in the hundred nanojoule regime. The need 
for much higher pump energies is due to the lack of spatial coherence of the probe 
light generated in a pulsed discharge. Therefore a sample volume of about 5 mm 
diameter and 10 mm length is typically used. The high energy density of the pump 
pulse and the large optical path length for the probe means the concentration of the 
chromophore has to be much lower in laser flash photolysis. The concentration is 
also much lower than typically used for the synthetic investigations. These issues 
make the transient kinetics obtained by laser flash photolysis difficult to compare 
directly with transient data measured in ultrafast transient absorption spectroscopy. 
To avoid all these problems, a transient absorption setup is desirable, which allows 
the measurement of time resolved reaction kinetics from time scales of femtosec-
onds up to microseconds within one measurement. In the following chapter an 
experimental approach is presented which covers all these requirements. 

It has been shown that the key element for the access of different time scales is 
an accurate control of the temporal delay between pump and probe pulse. Whereas 
an electronic control of the pump-probe delay on time scales below the 100-ps re-
gime is not practical due to physical limitations, in contrast for time scales in the ns 
regime or moreover in the μs regime, an electronic control of the temporal pump 
probe delay is easily accessible. An experimental technique for TA spectroscopy on 
the ns-μs time scale which can be easily integrated into an existing setup for transi-
ent absorption measurements on the fs-ps time scale will be presented here. 

The basic idea of this approach is to combine two pulsed laser sources. The ex-
isting fs laser source is complemented by a second pulsed laser source. To perform 
pump-probe spectroscopy and to control the temporal delay between pump and 
probe pulse accurately, both laser sources need to be triggered by a common clock. 
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Since a mode-locked Ti:sapphire of fiber oscillator cannot be easily triggered, we 
use the fiber seed laser of our amplified Ti:sapphire system as a master clock. This 
allows delaying the electronic trigger signal for the second laser source and control-
ling the temporal delay between the two laser pulses with the help of an electronic 
delay generator. This is always possible if the 
– repetition rates f1 and f2 of the two lasers are identical or an integral multiple, and 
– Q-switching of at least one laser source can be externally triggered to high pre-

cision. 

It is also possible to perform pump-probe spectroscopy with two independent 
pulsed laser sources without synchronization. In this approach the two laser 
sources, which have to be triggered with slightly different repetition rates, are com-
bined to one pump-probe setup: The first laser generates the pump pulse, the sec-
ond laser delivers the probe pulses. Depending on the frequency difference Δf = f1−f2, 
the pump-probe delay changes from pulse to pulse. Now the pump-probe delay Δt 
only has to be measured for every excitation cycle and the obtained value has to be 
assigned to the corresponding measured spectrum. [40] Sorting the recorded spectra 
according to their assigned pump-probe Δt delay results in a full transient spectrum 
of the investigated photo-induced reaction. We will not expand on this method, but 
would like to point out, that it is pursued by others. [41] In this section we will only 
focus on transient absorption techniques where the temporal pump-probe delay can 
be directly controlled. In terms of time resolution and duration of a single measure-
ment, this method is clearly favorable. 

To allow probing the excited sample over a broad spectral range at once, a fs la-
ser system is suggested for the generation of a spectrally broad white light continu-
um, which can be used as a probe pulse. Such a femtosecond continuum is spatially 
coherent and has a sub-ps duration. It is therefore superior to any other broadband 
light source for transient absorption spectroscopy in our opinion. It allows meas-
urements in an extremely small sample volume and with very low optical load of the 
sample. Since amplified fs laser sources are anyway available in many laser labora-
tories due to their use as a fs-ps pump probe spectroscopy and in view of the superi-
or continuum generation with fs laser pulses in bulk materials, the astonishing 
situation arises, that the femtosecond system is better used for the detection than for 
the pump, i. e. the triggering of the reaction cycle. 

It is highly desirable that the temporal window of the ns-μs transient absorption 
setup directly attaches to the end of the time windows of the fs-ps pump setup with-
out any gap. This requires two things. The temporal duration of the additional laser 
source has to be in the low ns-regime and the electronic jitter of the second laser 
should be sub-ns. Further advantages of the application of a ns laser source are the 
comparatively low investment costs – as compared to a second fs system – and the 
availability of easy to handle optical parametric oscillators (OPO) for ns pulses. This 
provides an easy tunability of the excitation wavelength within a huge spectral 
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range. The diode pumped solid state laser NT242 from the Lithuanian manufacturer 
EKSPLA [37], which has an easy to handle OPO integrated within the laser housing, 
fulfills all the above requirements. The following discussion of a suggested setup for 
ns-μs TA spectroscopy is mainly based on this laser. 

By the use of the fs seed laser as a master clock, only the precision of the delay 
generator and the trigger jitter of the ns system contribute to the achievable stabil-
ity. Up-to-date electronic delay generators, e.g. the DG535 from Stanford Research 
Systems [37] provide temporal accuracy of better than 100 ps. The NT242 has a 
measured trigger jitter of below 200 ps. Both values are well below the measured 
pulse length of the ns OPO of about 2.5 ns. Since the DG645 delay generator pro-
vides an Ethernet and a RS232 interface, it can be controlled by the computer used 
for data recording. This also allows a simple implementation of the communication 
software into the existing LabVIEW routines, which are already in use for the ac-
quisition of transient spectra. [29] A simplified scheme of the combined setup is 
given in Figure 16.7. 

The combination of these components allows the measurement of transient ab-
sorption spectra up to pump-probe delays of some hundreds of μs with a time reso-
lution below 3 ns. A good estimate of the over-all time resolution, which was 
achieved during a measurement, is provided by the full width half maximum 
(FWHM) of the instrument response function. The width of the instruments response 
function (IRF) can be obtained from fitting the convolution of a Gaussian with the 
sum of the exponential functions on the measured decay kinetics. If the slowest 
kinetics of a sample are well below 1 ns, as this is often found for excited state 

 

Figure 16.7: Simplified scheme of pump probe setup for the measurement of TA spectra on time 
scales from ns to hundreds of μs. The fs pulse from the Ti:Sa system is still used for super continu-
um generation (SCG) in the calcium fluoride crystal (CaF2). The Nd:YAG laser provides ns pump pul-
ses and is electronically synchronized with the Ti:Sa laser. Parametric amplification in an optical 
parametric oscillator (OPO) provides tunability of the pump wavelength. The prism spectrometer 
(PS) detects the spectrally dispersed probe pulse after passing the sample. 
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quenching by forward and back electron transfer [42], the IRF can be directly read 
off the raw data. 

Within the presented setup, the fs laser source, which generates the probe con-
tinuum, is triggered by the signal of its own seed laser. The ns laser source, which is 
used for excitation, is triggered by the same laser clock, but the trigger signal first 
passes the delay generator, which delays the signal for a variable delay time. How-
ever, for pump probe spectroscopy, a reversed pulse sequence is needed: The sam-
ple first has to be excited and then to be probed. To fix this issue, one has to consid-
er some details regarding the trigger sequence. Consequently, the measurement of 
one transient spectrum requires two cycles of the laser clock. After passing the delay 
generator, the first trigger signal releases the ns pump pulse whereas the fs probe 
pulse is released not until the next trigger pulse. Since two cycles of the laser clock 
are necessary to generate one transient spectrum, both the jitter of the seed laser 
and the jitter of the electronic control of the ns laser system contribute to the 
achievable over-all time resolution. In practice we find that the seed laser stability is 
so high that it actually does not contribute. 

Another issue regarding the triggering sequence has to be solved: When measur-
ing transient absorption spectra, usually transient spectra with pump-probe delays 
smaller than zero are recorded to obtain a flat base line, which serves as reference. 
For the measurement of transient spectra with negative pump-probe delays Δt < 0, 
the delay generator would need to generate a delay ΔtDG of the trigger signal, which is 
larger than the inverse repetition rate 1/f of the signal, since the probe pulse has to be 
released first. However, the used delay generator does not provide this functionality. 
To solve this problem and to access negative pump-probe delays, a second delay 
generator is introduced, which generates a fixed pre-delay Δt0. This then allows the 
measurement of transient spectra of negative pump-probe delays at the expense of 
clipping the temporal pre-delay Δt0 at the end of the observable time window. 

The final issue, which limits the window of accessible pump-probe delays is 
that the EKSPLA NT 242 requires two trigger pulses: the first one for triggering the 
Nd:YAG rods for pumping the laser cavity and the second one for Q-switching and 
outcoupling the laser pulse. For an efficient amplification within the laser medium 
of the EKSPLA NT 242, a temporal delay of ~ 200 μs between the first and second 
trigger pulse is required. This presently leads to a clipping of the observable time 
window by 200 μs. It would also be possible to circumvent this problem by a further 
computer controlled delay generator. 

A more fundamental issue that should be noted is the exchange of the sample 
solution within the sample cell. Since the primary aim of photocatalysis is the con-
version of a substrate into a product, every excitation pulse leads to a certain 
amount of product formation, as discussed in the previous section. However, the 
measurement of reliable transient absorption spectra, which requires the acquisi-
tion of a huge number of data points, is only feasible under stable conditions within 
the probed sample volume. Therefore a constant exchange of the excited sample is 
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inevitable. Since the flow cells with ultrathin glass windows, which are necessary to 
achieve a high time resolution in fs measurements, are not always easy to handle, 
the use of commercially available flow cells (e.g. Hellma 137-QS [37]) with path 
lengths of 1 mm or 2 mm are suggested for TA measurements on the ns-μs time scale. 
This also allows the measurement at somewhat reduced concentrations that are 
comparable to the ones used in synthetic work. 

For recording a transient spectrum of a selected pump-probe delay Δt, at least 
some hundred excitation cycles are necessary to obtain a low-noise difference ab-
sorption spectrum. Due to a shot-to-shot referencing combined with the repetition 
rate of f = 1 kHz of both the fs and the ns laser source, the temporal delay between 
two consecutive excitation pulses is Δt = 2 ms. The typical volume current within the 
circuit of the sample solution, which is pumped by a micro annular gear pump 
(HNP Mikrosysteme GmbH, model mzr-2921 [37]), is 18 ml/min. Considering the 
dimensions of the cross-sectional area of the applied flow cell (1 mm × 10 mm) and 
the volume current, the flow speed of the sample solution within the flow cell can 
be estimated to be 30 μm/ms. With a spot size of the excitation pulse of ~ 300  μm, 
roughly 20 % of the excited sample volume is replaced between two consecutive 
excitation pulses. Assuming a model reaction in which a substrate is converted into 
an equally absorbing product with a reaction quantum yield of 50 %, the ratio of 
the signal contribution of the formed product molecules to the over-all signal is 
5 % when neglecting diffusion processes, which would lead to a further decrease of 
the product contribution. The excitation probability was assumed to be 10 %, con-
sidering the usual excitation energy densities combined with a typical extinction 
coefficient of ~ 10,000 M−1 cm−1 of the chromophore. Our experience is that in the 
particular flow conditions, pump light focus diameter and possibly a reduced laser 
repetition rate have to be carefully considered for any measurement that pushes the 
limits of detection window and sensitivity. 

To summarize: For reliable time resolved spectroscopic measurements of pho-
tocatalytic processes, performing the measurements in a flow cell is inevitable. If 
the presented prerequisites are met, commercially available standard components 
are sufficient for the measurement of time resolved absorption spectra. But if, for 
example, highly absorbing products in large amounts are produced within the 
observed photochemical reaction, the presented system has to be modified. One 
possibility is the use of flow cells with a small cross-section area, either obtained by 
using a thin optical path length or a narrow flow channel, to increase the flow 
speed within the flow cell. 

To demonstrate the versatility of the presented setup for application in photoca-
talysis, the flavin sensitized photo-oxidation of methoxy benzyl alcohol to its corre-
sponding aldehyde is chosen as a model reaction. [43] Figure 16.8 shows that the 
photocatalytic process comprises several intermediate processes and species, which 
occur on largely different time scales. The time constants, which are applied to per-
fectly describe the decay dynamics, span five magnitudes of time and range from 
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few ns to hundreds of μs. All occurring time constants can be obtained within just 
one measurement. A detailed description of the spectroscopic investigation of flavin 
catalysis and the underlying intermediate steps can be found in reference [43]. 

16.2.4  Rate models and the determination of the species associated spectra of the 
intermediate states 

Time resolved differential absorption spectroscopy both on the fs-ps and on the 
ns-μs time scale generally provides data matrices which describe the change of opti-
cal density ΔOD with respect to the ground state, depending on pump-probe delay 
Δt and spectral position λ. These data matrices  OD , t    contain spectral infor-
mation of the intermediate states and species. But generally this spectral infor-
mation is not directly accessible. Data processing is required to gain this spectral 
information. The species associated spectrum εi(λ) (SAS) of an intermediate state or 
a species allows their identification and the temporal evolution renders the kinetics 
of the process. 

λ (nm)  

Figure 16.8: Decay associated difference spectra Ai(#λ) (DADS), obtained from a single TA measure-
ment, which was performed with the presented ns-μs setup of the flavin sensitized oxidation of 
methoxy benzyl alcohol to the corresponding aldehyde. 
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After the measurement the obtained data matrix has to be chirp-corrected in 
the case of sub-ps time resolution. The chirp correction is necessary since the dif-
ferent colors in the probe pulse arrive at slightly different times in the sample due 
to group velocity dispersion. This chirp of the broadband probe pulse generates a 
wavelength dependent time-zero. After chirp correction a sum of time dependent 
exponential fit functions can be applied to describe the decay dynamics of each 
individual spectral trace.  

      ii
i

tOD ,t A exp
 
     

   
  (16.2) 

Usually the amplitudes Ai(λ) and the time constants τi(λ), which are both wave-
length dependent, are the fit parameters. More sophisticated fit functions can be 
used to describe more complex processes such as diffusion, which will be discussed 
in the following section. The data evaluation on the basis of single spectral traces 
has a number of disadvantages: 
– Inferior signal to noise ratio 
– Effects of spectral diffusion, e.g. caused by solvation or vibrational cooling re-

sult in additional non-exponential contributions to the decay signal 
– Contributions of similar time constants cannot be clearly distinguished 
– No complete spectral information of intermediate states is obtained 

A more powerful method of data evaluation, which avoids these drawbacks, is the 
so-called global data analysis or global fit. No longer a set of wavelength dependent, 
individual time constants λτi(λ) is applied to the data matrix ΔOD(λ, t) to describe 
the decay dynamics of each single time trace independently from each other. More-
over, global data analysis tries to apply exponential terms with global wavelength 
independent time constants τi with a wavelength dependent amplitude Ai(λ) to de-
scribe the decay dynamics of the full spectral window of the data matrix ΔOD(λ, t): 

      ii i
tOD ,t A exp     
 . (16.3) 

Since the amplitudes Ai(λ) describe the spectral composition of each decay with the 
time constant τi, the obtained Ai(λ) are called decay associated difference spectra 
(DADS). Fita et al. [44] suggest a formalism for this kind of data analysis. But before 
applying the global fit routine on transient data, it is recommended to rescale the 
wavelength scale from a scale linear in Δλ to a scale linear in ΔE to avoid the en-
hancement of the weight of the long-wave components. The number of the applied 
time constants τi is directly linked to the number of processes which occur within 
the observed time window. Every process which populates an intermediate or final 
product state leads to an additional time constant τi in the global fit. Intermediate 
states which are not significantly populated, e.g. if the depopulating rate kout of the 
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corresponding state is much higher than the populating rate kin, do not contribute 
significantly to the global fit. But these states are generally not accessible in TA 
spectroscopy as well. 

Now the challenge is to extract the species associated spectra (SAS) or the spe-
cies associated difference spectra (SADS) from the DADS. But first, the difference 
between SADS and SAS has to become clear. The SAS describe the true absorption 
spectrum of a certain intermediate state or species whereas the SADS only describe 
the spectral changes of this intermediate state with respect to the ground state ab-
sorption spectrum and the fluorescence spectrum of the chromophore. But the cal-
culation of the SAS first requires the extraction of the SADS from the DADS, which 
are directly obtained as a result of the global fit routine. The conversion from SADS 
to SAS is very easy: It just requires adding the wavelength dependent absorption 
spectrum abs(λ) and the wavelength dependent fluorescence spectrum fluo() of the 
excited chromophore to the SADS as shown in Equation 16.4, where  and  are 
scaling factors. 

           4
1 1 1SAS SADS abs fluo            (16.4) 

The multiplication of the wavelength dependent fluorescence intensity by 4 is re-
quired due to the conversion factor of the Einstein coefficient between spontaneous 
and stimulated emission and due to rescaling the fluorescence intensity per wave-
length interval  to the corresponding quantity per frequency interval . [45] One 
has to keep in mind that in a fluorometer, the spectral shape of the spontaneous 
emission is measured whereas in TA spectroscopy the spectral shape of the stimu-
lated emission is detected. 

The difference between DADS Ai(), SADS and SAS i() can be well explained 
with the following simplified example: A spectrally well characterized chromophore 
is optically excited. The well confined absorption spectra i() of the ground state, 
the first excited singlet state (S1) and the lowest triplet state (T1) are assumed to be 
known and are depicted in Figure 16.9. Fluorescence does not play a role for the 
sake of simplicity. 

After excitation of the chromophore into the S1 state, let there be two competing 
processes, which depopulate this state: internal conversion with a rate of 

  1
ICk 100 ps


  and inter-system crossing with a rate of   1

ISCk 100 ps


  as well. The 
internal conversion process converts the population from the S1 state back to the 
ground state and the inter-system crossing process converts the population from the 
S1 state to a third state, the triplet state T1. Due to both processes depopulating the 
S1 state, the overall rate kS1 which describes the depopulation of the S1 state can be 
written as the sum of kIC and kISC. Therefore, the life time of the S1 state is S1 = 50 ps. 

     11
S1 S1 IC ISCk k k 50 ps


      (16.5) 
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Since kIC and kISC are equal, the branching ratio between internal conversion and 
inter-system crossing is 1:1. This means that for each excited chromophore in the 
S1 state both the probability to decay back to the ground state and the probability to 
decay into the long-lived triplet state T1 are 50 %. The Jablonski diagram in Fig-
ure 16.10 provides a schematic overview of the excited state dynamics. 

The species spectra of all populated excited states are contributing in different 
ways to the transient difference absorption spectrum, and generally, the spectra of 
these states do not directly appear in the measured data set. Immediately after exci-
tation of the model chromophore, there are only two signal contributions: The de-
population of the ground state leads to the negative signal of the ground state 

wavelength  

Figure 16.9: Optical absorption spectra of ground state (a), excited singlet state (b) and lowest trip-
let state (c) of an example chromophore. Since the spectra ε(#λ) describe the wavelength dependent 
absorption properties of each state they are named species associates spectra (SAS). 

S1

T1

S0 ground state

τTRIP = 10 ns

τIC = 100 ps

τISC = 100 ps50 %
50 %

γ

Figure 16.10: Jablonski diagram of the example chromophore 
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bleach (GSB) whereas the population of the S1 state results in a positive signal of 
excited state absorption (ESA) due to the possible excitation into a higher state. The 
simulated transient signal directly after excitation is shown in Figure 16.11 a). 

With the beginning of the inter-system crossing (ISC) process on the time scale 
of 100 ps, the transient signal now contains contributions of all three states and the 
spectra of the contributing individual states are no longer directly accessible. Apply-
ing the global fit to the full data matrix provides a fit described by two time con-
stants: 1 = 50 ps, the life time of the S1 state and 2 = 10 ns, the life time of the T1 state 
with the corresponding amplitude spectra A1() and A2(). These spectra A1() and 
A2() are the so-called DADS and are shown in Figure 11 b) and c), respectively. The 
amplitude spectrum A1() shows, that the S1 absorption in the middle decays and 
simultaneously both the ground state and the T1 state are populated. Since the 
quantum yield for the triplet state T1 is only 50 %, its contribution to A2() is only 
half as intense as the amplitude of the S1 decay in A1(). 

The whole population of the T1 state decays back to the ground state, which can 
be seen, by comparing the contributions of the amplitudes of  the decay of the 
T1 ESA and the recovery of the GSB in A2(). The full spectral information of the in-
termediate states now can be extracted from these DADS. 

When understanding the relation between DADS, SADS and SAS of the previ-
ously presented model reaction, now a more formal treatment can be introduced. It 
can be seen by comparison of Figure 16.9 and Figure 16.11, that the DADS Ai() are 
composed of a linear combination of the SAS i(), including the ground state ab-
sorption spectrum S0(). Consequently, the SAS can be obtained as linear combina-
tions of the DADS. The inverse of the relative yield of the corresponding state deter-

wavelength  

Figure 16.11: Transient difference absorption spectrum directly after excitation (a), A1(#λ), DADS of the 
#τ = 50 ps component, that describes the decay of the S1 state and the population of the T1 state (b) 
and A2(##λ), DADS of the τ = 10 ns decay of the triplet state (c)
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mines the weighting coefficient of the DADS. It can be written as fraction of the in-
volved rates ki. 

        S1 50 ps 10 ns S0A A         (16.6) 

          ISC IC
T1 10 ns S0 10 ns S0

ISC

k k A 2 A
k
             (16.7) 

A more general treatment of the data analysis is given in the following section. To 
introduce a mathematical description the use of a rate model is recommended. A rate 
model is based on the assumption, that an arbitrarily chosen intermediate state i is 
populated from a state i-1 with rate k1 and decays with rate k2 into subsequent inter-
mediate states or the final product state. This allows describing the temporal behav-
ior of the population of the observed state ni(t) by the following differential equation: 

    i
i 1 i 1 2 i

dn n k n t k n t
dt

      . (16.8) 

For the full description of a rate model, involving more than one state, the differen-
tial equations for each state, which are no longer independent from each other, can 
be written in matrix formalism, as shown in Equation 16.9. 

 

1 11 1

2 21 22 2

3 31 32 33 3

n k 0 0 n
n k k 0 n
n k k k n

     
     

              
     
     
     

 
 
 
     

. (16.9) 

If there is no repopulation from lower to higher states, which means that the matrix A 
is a lower triangular matrix, the diagonal elements kii = (i)−1 represent the decay rate 
of state i and are directly obtained as the inverse of the time constants from the 
global fit. By solving the differential equation system 16.9 one can obtain mathemat-
ical terms for ni(t) which describe the population dynamics of each state i. 

How to solve such a differential equation system is demonstrated by the follow-
ing example of a sequential model involving three states. A scheme of the process is 
provided in Figure 16.12. 

The population dynamics ni(t) of each state are described by a differential 
equation, which relates the temporal behavior of state i  in t  with its current popu-
lation ni(t). 

 
1 1 1

2 1 1 2 2

3 2 2

n k n
n k n k n
n k n

  
    
  





 (16.10) 
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Now, according to Equation 16.9, a matrix can be introduced for an easier treatment 
of the differential equation system: 

 
1 1 1

2 1 2 2

3 2 3

n k 0 0 n
n A k k 0 n
n 0 k 0 n

     
     

          
          





n . (16.11) 

Since the introduced matrix A is a triangular matrix, the diagonal entries of A give 
the multiset of eigenvalues of A.  

 1 1 2 2 3k k 0         (16.12) 

The eigenvector xi of each eigenvalue i is required for the further treatment and 
solving of the differential equation system: 

 1
2 3

1 2

2

1 2

1 0 0
k 1 0

k k
1 1k

k k

 
                           
 
  

1x x x . (16.13) 

Finally, the information, which is needed to solve the differential equation system, 
is complete. An exponential approach with free parameters ci solves the differential 
equation system. 

        1 1 1 2 2 2 3 3 3t c exp λ t c exp t c exp t             n x x x  (16.14) 

The parameters ci now only have to be adapted to the boundary conditions. Reason-
able boundary conditions for the temporal behavior of the intermediate states of a 
sequential three state model in transient absorption spectroscopy are: 

          1 0 2 3 i 3 0n 0 n n 0 0 n 0 0 n t 0 0 n t n       . (16.15) 

The solution for the excited state dynamics of the presented sequential three state 
model, which matches the given boundary conditions, is given in Equation 16.16. 

Figure 16.12: Sequential three state model: State 1 with popula-
tion n1(t) decays with rate k1 to state 2. State 2 with population 
n2(t) decays back to the ground state with rate k2. 
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1 2 1 2
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k k k k
k kn t n exp k t exp k t 1

k k k k

   
 

           
             

 (16.16) 

One sees readily that the population of the initially excited state 1 decays with a 
single exponential rate as assumed. State 2 gets populated with k1 and depopulated 
with k2. For the final state 3 both rates are important again, even though there is no 
direct path from state 1 to state 3. This is only mediated by state 2, but by its in-
volvement, the rate k1 also becomes important for the population of the final state. 

For processes with more than three contributing excited states, which have to 
be described by a more complex system of rate equations, applying a numeric solu-
tion might be more practical to gain reasonable results. Since it now should be clear 
how to obtain solutions for a rate equation system, the functions ni(t) describing the 
excited state dynamics can be used for the interpretation of the results of the global 
fit. The transient data matrix OD(, t) can be written as the time dependent popula-
tion dynamics ni(t) of state i multiplied by the corresponding SAS i(), which de-
scribes the wavelength dependency. 

                  1 1 2 2 3 3 0 S0OD ,t n t n t n t n t                (16.17) 

Equation 16.17 contains the population dynamics of the intermediate states ni(t). 
The next step towards obtaining the SAS i() of state i, is equalizing the whole ex-
pression with the result of the global fit (Equation 16.3). 

              1 2t t
1 1 2 2 S0 1 2n t n t A e A e                   (16.18) 

Now, the population dynamics ni(t) of each state, which can be calculated by solv-
ing the differential equation system, given in Equation 16.9, has to be inserted into 
Equation 16.18. The independent population dynamics ni(t) are written as a sum of 
exponential terms with individual time constants i. The last step is to sort the dif-
ferent time dependent exponential terms on the left side of Equation 16.18. Now the 
relation between SAS i() and DADS Ai() can be directly seen by comparison of the 
wavelength dependent pre-factors of the individual time dependent exponential 
terms of both sides of the equation. 

The global fit is one of the most powerful evaluation methods of transient ab-
sorption dynamics. But, nevertheless, before it provides confidential results, it 
requires either a detailed knowledge of the spectra of all occurring intermediate 
states or a detailed knowledge of the reaction kinetics of each intermediate state. It 
is not sufficient just to know the decay dynamics of each state – also a majority of 
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the off-diagonal elements of the matrix in Equation 16.9 has to be identified. Esti-
mating the quantum yield of the intermediate states, for instance with the help of 
the time dependent intensity of the ground state bleach, may help determining the 
off-diagonal elements. 

Since there have been various further approaches developed over the years to in-
terpret the outcome of the transient spectroscopy, and since the investigated prob-
lems vary widely, the interested reader is referred to a more general treatment of data 
analysis given in a recent review. [46] There it is nicely explained, whichever model 
assumption is made or not made, one has to input into the various data treatments. 

To demonstrate the application of the global fit, the spectroscopic investigation 
of the flavin sensitized photo-oxidation of methoxy benzyl alcohol (MBA) is used as a 
model reaction. After excitation and inter-system crossing (ISC) of the riboflavin 
tetraacetate (RFTA) chromophore, a first electron transfer from the MBA to the triplet 
state 3RFTA leads to the radical anion RFTA∙‒. The MBA is only a weak chromophore 
and renders no contribution to the transient absorption signal within the probed 
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(h)  FMNH∙(d)  RFTAH∙
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Figure 16.13: Absorption spectra of the ground state RFTA (a) and (e), the triplet state 3RFTA (b) and 
(f), the radical anion state RFTA∙‒ (c) and (g) and the neutral protonated state RFTAH∙ (d) and (h) of 
riboflavin tetraacetate. The spectra on the right side are reprinted from reference [47] with permis-
sion from Elsevier, the spectra on the left side are extracted from the DADS, which were obtained 
by applying a global fit on the data matrices ΔOD(λ#, t) of the time-resolved spectroscopic investiga-
tion of the photocatalytic oxidation of methoxy benzyl alcohol. [43, 48] 
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spectral range. The next step of the reaction is the protonation of the radical. [47] 
The extracted SAS of the occuring intermediate states of the flavin photocatalyst 
and their assignment to known spectra [47] of the different redox and protonation 
states of flavin are shown in Figure 16.4. 

Another field of application is the combination of global fit analysis with the 
methods of spectroelectrochemistry. Especially when charge transfer processes 
between two chromophores, either of intermolecular or intramolecular character, 
are suspected to occur within the investigated reaction, the combination of these 
experimental techniques can help to recognize and allocate these intermediate 
states. One example of the successful combined application of the presented data 
analysis and spectroelectrochemistry is given in reference [49]. Here, the intramo-
lecular charge transfer of a donor-bridge-acceptor molecule was investigated. The 
main aspect of the study was to proof an incoherent hopping mechanism, which 
transports an electron from the donor site of the molecule to its acceptor site. Inco-
herent hopping includes that the charge transfer state is temporarily located on the 
bridge molecules, which link electron donor and acceptor. The bridge consists of 
alternatively one, two or three covalently linked fluorenone molecules. The spectra 
of the radical anion of a single fluorenone and of two covalently linked fluorenone 
molecules were determined with the help of spectroelectrochemistry. The spectra of 
the radical anions exhibit a strong absorption band centered around 550 nm and 
575 nm, respectively. The decomposition of the transient spectra with the help of 
the global data analysis clearly showed a significant spectral contribution of the 
fluorenone radical anion absorption to the intermediate spectra and proved the 
proposed reaction mechanism via incoherent hopping. The spectra are shown in 
Figure 16.14. 

 

Figure 16.14: Spectra of the fluorenone anion (dark grey line), the anion of two covalently linked 
fluorenones (bright grey line), and the SAS of an intramolecular charge transfer state of a complex 
donor-bridge-acceptor molecule (blue and red line), where the electron is temporarily located on the 
fluorenone moiety of the molecule. [10] 
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16.3  Diffusion limited reactions  

16.3.1  Diffusion limited excited state quenching with time dependent reaction rate 

For intermolecular photo-sensitization processes, a close proximity between donor 
and acceptor molecule is inevitable due to a strong distance dependence of the 
common sensitizing mechanisms. In general, there are two different mechanical 
approaches to allow photo-induced sensitization: diffusive sensitization after photo-
excitation and complex formation before photo-excitation. This chapter will de-
scribe the challenges in transient absorption spectroscopy which are related to the 
investigation of diffusion controlled sensitizing mechanisms. 

A very widely accepted principle of the data analysis in transient absorption 
spectroscopy is the exponential decay modeling. It is based on the assumption, that 
the number of excited molecules which decay to a lower state within an infinitesi-
mal time period dt is proportional to the total number of molecules which are mo-
mentarily in the observed excited state. However, to describe the ultrafast popula-
tion dynamics on the ps (10−12 s) time scale of diffusion limited reactions, the 
exponential decay modeling is inappropriate and a more sophisticated model is 
required. The reaction rate k, which is a constant in exponential decay modeling, 
turns into a time dependent quantity k(t) when describing diffusion limited dynam-
ics. The time dependency of k(t) is usually negligible for reaction dynamics on the 
ns time scale but causes major deviations from strongly monoexponential decay 
dynamics on the low ps time scale. 

The time dependency of the reaction rate can be justified qualitatively: Directly 
after excitation, there is a certain average distance d0 between excited sensitizer 
molecule and quencher molecule, which only depends on the initial quencher con-
centration [Q0]. The quencher molecules are randomly distributed around the sensi-
tizer molecules if there are no effects of attracting or repulsive forces. This average 
distance d0 is the determining quantity of the reaction rate k since, due to the laws 
of diffusion, the average distance is related to the average time until collision be-
tween two molecules occurs. The values of d0 are typically between 1 and 
5 nanometers when using quencher (substrate) concentrations between 10 and 
1000 mM which are common for photocatalytic processes. Electron transfer reac-
tions and energy transfer mechanisms require a sub-nm distance to work efficiently.  

To quantitatively model the time dependency of the reaction rate k(t) the follow-
ing ideas are used: After excitation the sensitizer molecules with a quencher mole-
cule in close proximity are quenched first whereas excited sensitizer molecules 
without a quencher molecule in close proximity remain in the excited state. These 
excited chromophores are able to decay spontaneously back to the ground state 
within the life time  of the excited state. These effects lead to an increase in the 
average distance d0 between excited sensitizer molecules and quencher and, hence, 
to a decrease in reaction rate k. A detailed derivation of an applicable mathematical 



 Time resolved spectroscopy in photocatalysis | 347 

model can be found in the book of S. A. Rice, who provides an excellent overview of 
diffusion limited reaction kinetics. [50] A short summary is presented in the follow-
ing section. 

For the derivation of a mathematical model which describes diffusion limited 
bimolecular processes, some simplifications are inevitable. The model is based on 
the Einstein–Smoluchowski-Theory of diffusion and assumes a spherical chromo-
phore with radius R located at the origin of a spherical coordinate system as shown 
in Figure 16.15. The sensitizer is enclosed by the quencher molecules, which are 
described as a scalar field instead of discrete molecules. This means that at least in 
first approximation the distribution function of the quencher is continuous. The 
concentration [Q] of the quencher is much higher than [S], the concentration of the 
sensitizer. Inside the spherical chromophore, the quencher concentration equals 
zero for t ≤ 0. 

The homogeneous initial concentration of the quencher is [Q0]. The following 
discussion is based on the assumption that the excited chromophore is separated 
far enough from the next excited chromophore that competing processes can be 
neglected. For an easy mathematical description, a normalized quencher density 
(r) which depends on the distance r with respect to the coordinate origin is in-
troduced. 

    
0

Q r
r

Q

 
  
  

 (16.19) 

The assumption, which was applied with the introduction of the model, can be ex-
pressed by the following boundary conditions: 

 
   
   
   

r,t 0 t 0 r R

r,t 1 t 0 r R

r,t 1 t 0 r

   

   

   

. (16.20) 

Figure 16.15: Spherical sensitizer with radius R sur-
rounded by the quencher Q which is described as sca-
lar field in spherical coordinates [Q(r)]
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This model assumes that the excited chromophore is quenched when the quencher 
molecule Q is at an encounter distance R. Hence, the quencher concentration at 
encounter distance R equals zero independently of t, which can be expressed by a 
fourth boundary condition. 

    r,t 0 t 0 r R     (16.21) 

Due to Fick’s laws of diffusion the concentration gradient at an arbitrarily chosen 
distance r = r0 with r0 > R leads to a particle current density J(r0) crossing the spheri-
cal surface. The particle current density can be written as the product of the diffu-
sion constant D and the concentration gradient at r = r0. 

  
0

0

r r

cJ r D
r






 (16.22) 

The particle current I(r0) of quencher molecules Q crossing this spherical surface is 
obtained by multiplication of the particle current density J by the area of the spheri-
cal surface. 
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 (16.23) 

Now we have to calculate the net loss of quencher Q within a spherical shell with 
radius r0 and an infinitesimal thickness dr. First of all, the particle current I(r0 + dr) 
through the external spherical surface with radius r0 + dr has to be formulated. 

    
0

2
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r r dr

cI r dr 4 r dr D
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 (16.24) 

The net loss of quencher Q within this spherical shell now can be calculated by sub-
traction of the particle current, which is flowing into the shell, by the particle cur-
rent, which is flowing out. 
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To obtain the rate of loss of concentration of Q per unit time within this spherical 
shell of infinitesimal thickness one has to divide the net particle loss of this spheri-
cal shell by its volume 2

04 r dr . 
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The concentration c in Equation 16.26 now can be expressed with the normalized 
quencher density (r) according to Equation 16.19: 

 
2

2
0

2D
t r r r

         
 (16.27) 

The right hand side of Equation 16.27 contains two spherically symmetric deriva-
tives of (r, t) which can be replaced by the Laplace operator. 

 2D
t

   


 (16.28) 

This equation describes the diffusion of matter as well as the diffusion of heat and 
its solution has been already studied. In consideration of the boundary conditions 
in Equations 16.20 and 16.21 the complementary error function erfc(x) solves the 
differential equation. 

   R r Rr,t 1 erfc
r 4 D t

      
  

 (16.29) 

The time dependent particle current I(t) of quencher Q diffusing towards the excited 
chromophore at encounter distance R per infinitesimal time interval represents the 
time dependent reaction rate k(t) of excited state quenching. The particle current at 
encounter distance R can be obtained by insertion of (R,t) into Fick’s law of diffu-
sion, which is formulated in Equation 16.30. The obtained rate k(t) describes the 
dynamics of the non-stationary quenching process assuming, that the excited state 
life time is infinite. The quencher concentration [Q0] is given in units of particles per 
unit volume, e.g., m−3. 
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     2 2
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 (16.30) 

It can be seen that the rate starts at very large values at early times t. However, 
when we insert the rate into the decay function, and include the intrinsic life time  
of the excited state which is quenched, we see immediately that the t-term in the 
denominator is more then balanced by the multiplication of the rate by t. 

     diff diff 0
2Rtn t n exp k t) t n exp 4 RD Q 1 t
4Dt

  
                     

 (16.31) 

The result can also be written as a product of an exponential term with t in the ex-
ponent and an exponential term with the square root of t in the exponent: 

    diff 0 0
2R ttn t n exp exp 4 RD Q t exp 4 RD Q

4D

                             

. (16.32) 

This means that the temporal evolution is given by i) the spontaneous decay of the 
sensitizer excitation, ii) a classical rate term, and iii) a stretched exponential. The 
last term is the result of the non-equilibrium situation caused by the ultrafast excita-
tion. It deviates strongly from the widely used multi-exponential modeling and can 
only be poorly compensated in an exponential model by adding ever more time 
constants. 

For t  the reaction rate k(t) becomes time independent. This time independ-
ent rate k∞ linearly depends on the initial quencher concentration [Q0] and describes 
the dynamics of the stationary quenching process. 

 0k 4 RD Q        (16.33) 

The proportionality constants have to be multiplied by the product of the Avogadro 
constant NA and 1000 l mol−1 m−1 to allow inserting the quencher concentration in 
units of mol l−1 instead of m−3, which was used until now. 

 3 mol
A 0k 4 RD N 10 Q          (16.34) 

Typically all proportionality constants in Equation 16.34 are put together into one 
factor, usually named Kq, which describes the dependence of the time constant k∞ of 
the stationary quenching process on the quencher concentration [ mol

0Q ]. A huge 
number of quenching constants Kq for different sensitizer quencher combinations 
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and a variety of sensitizing mechanisms in different solvents can be found in Monta-
li et. al., “Handbook of Photochemistry”. [51] Typical values for Kq range from 
Kq = 105 l mol−1 s−1 for slow triplet quenching processes up to Kq = 1010 l mol−1 s−1 for fast 
singlet quenching processes.  

The last step toward applying the model of diffusion limited reaction kinetics on 
transient absorption spectra is the derivation of a suitable diffusion fit function, 
which can be applied to the measured data set. Since signals in TA spectroscopy are 
generally proportional to the number of molecules n(t) which are momentarily in 
the observed state, a quantity proportional to Equations 16.31 and 16.32 results. Note 
that the diffusion fit function includes the intrinsic life time  of the excited state, 
which is quenched. Diffusion terms only become significant, if this time is long. 
However, this just corresponds to the requirement of a long intrinsic excited state 
lifetime of the sensitizer for efficient catalysis. 

16.3.2  Application of the diffusion fit function to experimental data 

In the last section the derivation of a fit function, which describes the diffusion con-
trolled reaction kinetics of a photo-sensitizer and a quencher molecule, was shown. 
The derivation of the model was based on the Einstein–Smoluchowski-Theory of 
diffusion. It should be noted that we are actually interested in the time dependence 
of the electron transfer from or toward the substrate, but this is just a different way 
of looking at the fluorescence quenching of the sensitizer. As the optical signature of 
the sensitizer is typically more accessible, this focus on the sensitizer is actually 
closely related with the time resolved spectroscopy. From the synthetic viewpoint of 
photocatalysis, the substrate is obviously more in the focus. 

Table 16.1: Rate constants Kq for the stationary regime of diffusive quenching at room temperature 
for selected sensitizer-quencher pairs. 

sensitizer quencher solvent Kq

[109 M−1 s−1] 

sensitizing  
mechanism

eosin Y 2-phenyl-1,2,3,4-
tetrahydroisoquinoline

DMSO 0.8 not known

riboflavin  
tetraacetate 

4-methoxybenzylalcohole 98 % MeCN
2 % DMSO

1.9 singlet
photo-oxidation 

riboflavin  
tetraacetate 

4-methoxybenzylalcohole 50 % MeCN
50 % H2O 

4.0 singlet
photo-oxidation 

riboflavin  
tetraacetate 

4-methoxybenzylalcohole 50 % MeCN
50 % H2O 

0.02 triplet
photo-oxidation 

xanthone  
(derivative) 

1,3-pentadiene trifluorotoluene 2.6 triplet-triplet  
energy transfer 
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We now apply and test the derived function on photoinduced reaction kinetics, 
which are controlled by diffusion. As a model reaction the diffusive quenching pro-
cess of the S1 state of riboflavin tetraacetate (RFTA) by methoxybenzyl alcohol 
(MBA) was chosen. The reductive quenching process produces a radical pair com-
prising the flavin radical anion and the radical cation of the benzyl alcohol. After 
formation of the radical pair, typically a fast electron back-transfer tends to offset 
the oxidation of the alcohol. Two neutral ground state molecules result and the 
energy of the absorbed photon is converted to heat. Since the rate of the charge 
recombination process 1kb−ET at common substrate concentrations below 1 mol/l is 
much faster than the diffusion limited rate of the initial electron transfer step 1kET, no 
considerable population of the charge separated radical pair state occurs. Hence, 
the only visible process is the reductive S1 quenching. Signals of the involved inter-
mediate radicals won’t be observable due to the fast charge recombination process. 
A Jablonski diagram of the model reaction is shown in Figure 16.16. 

The transient signal of stimulated emission is a unique sign for excited sensitiz-
ers. It clearly show diffusion limited decay dynamics, signaled by non-exponential 
kinetics and is therefore chosen for the application of the diffusion fit function. 
Instead of using the signal of only one individual spectral trace within the spectral 

RFTA•–

RFTA

1RFTA*

CH2OH

CH2OH OMe

hν

OMe1kb-ET

1kET

•+

 

Figure 16.16: Jablonski diagram of the reductive quenching of the S1 state of riboflavin tetraacetate 
(RFTA). The rate 1kET is controlled by diffusion of RFTA and methoxybenzyl alcohol (MBA). 
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region of the stimulated emission, the integrated signal of all spectral traces con-
taining major signal contributions of the stimulated emission was selected for the 
further data processing. This minimizes the influence of spectral diffusion caused 
for instance by solvation or vibrational cooling and decreases the statistic error of 
the measurement.  

Figure 16.17 shows, that diffusive decay dynamics are not accurately enough 
described by an exponential fit function. The residuum, i. e. the difference between 
the data and the fit function, deviates systematically from the measured decay data. 
In contrast, the application of the diffusion fit function, given in Equation 16.31, 
results in a very good fit in the range of tens to hundreds of ps (see Figure 16.18 
and 16.19). Still, the fit to the measured data points (red line, Figure 16.18) is not yet 
perfect in the first few ps. 

 

Figure 16.17: Exponential fit applied to the transient signal of the stimulated emission. The main 
time range of hundreds of ps is augmented by a 1.5 ps component discussed below. Upper panel: 
experimental data and fit. Lower panel: residuum on an expanded scale. 

 

Figure 16.18: Diffusion fit function (Equation 16.34, red line) and extended diffusion fit function 
(Equation 16.35, blue line) applied to the transient signal of the stimulated emission.
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For a full description of the decay dynamics of the observed model reaction an 
additional term has to be added (blue line, Figure 16.18) to the diffusion fit function 
in Equation 16.31. From another TA measurement which was performed without 
using any solvent by diluting RFTA directly in the highly viscous MBA, the intrinsic 
rate 0

ETk  of the electron transfer from MBA to RFTA could be determined to 
  1

0
ETk 4 ps


 . Adding an exponential term, describing the quenching processes with 

this intrinsic rate  
0
ETk , to the diffusion fit function leads to an extended fit function 

shown in Equation 16.35. Applying this fit function to the transient data leads to a 
perfect description of the measured S1 decay dynamics. The fit parameters are the 
radius of the chromophore R, the diffusion constant D and the relative amplitudes 
nnondiff and ndiff of both exponential terms. 

   0
nondiff diff 0ET

S1

2 Rtn t n exp k t n exp 4 R D [Q] 1 t
4 D t

  
                   

 (16.35) 

The additional term has to be added due to apparent pre-association of chromo-
phore and quencher. The reductive quenching of pre-associated pairs of RFTA and 
MBA is not a diffusion limited process. It occurs with the constant reaction rate 0

ETk  
which was already obtained when both reactants are in closest proximity. The con-
tribution of the constant reaction rate 0

ETk  to the overall decay dynamics becomes 
more dominant with increasing the quencher concentration. This is in line with a 
statistical association. 

The detailed investigation of flavin photocatalysis has shown that the addition of 
water to the solvent improves the reaction quantum yield for product formation. For 
this reason, Figure 16.19 shows the diffusion limited decay dynamics of the integrated 

 

Figure 16.19: Diffusion fit function with an additional exponential decay according to Equation 16.35 
applied on TA data of the reductive quenching of excited RFTA by MBA. [43]



 Time resolved spectroscopy in photocatalysis | 355 

stimulated emission of RFTA in a solvent mixture of acetonitrile and water at different 
MBA concentrations. The extended diffusion fit function from Equation 16.35 has 
been applied to describe the measured data points. It has to be noted, that in water, 
the intrinsic time constant for electron transfer changes from   1

0
ETk 4 ps


  in pure 

acetonitrile to   1
0
ETk 0.9 ps


  in a mixture of acetonitrile and water. 

The simultaneous application of the diffusion fit function to the transient ab-
sorption data at varied MBA concentration not only provides an excellent modeling 
of the diffusion limited kinetics. It provides moreover a detailed microscopic insight 
into the molecular processes: 

For instance, the encounter distance R is a fit constant, which is directly ob-
tained from applying the fit function to the transient data. It provides a rough esti-
mate of the distance at which an electron transfer between substrate and excited 
photocatalyst becomes efficient. It has to be noted that the underlying assumption 
that electron transfer occurs at a certain encounter distance is a heavy simplification 
of the theory of electron transfer. But this simplification seems to be justified due to 
a strong exponential distance dependency of the common theoretical models of 
electron transfer dynamics. Usually, exponential damping coefficients for distance 
dependent electron transfer processes are on the scale of 1 Å−1.[10] In contrast, the 
average distance between photocatalyst and quencher is on the scale of some nm, 
when working under substrate concentrations, which are usually used in photoca-
talysis and are in the mM range. Hence, the assumption of instantaneous electron 
transfer, which occurs at a certain encounter distance R, is legitimate. The resulting 
interaction radius was determined to R = 3.8 Å for the observed model reaction in a 
1:1 solvent mixture of acetonitrile and water. 

Another insight into molecular processes is provided by the fit of the relative am-
plitudes of diffusion fit function ndiff and of the exponential term nnondiff, which de-
scribes the non-diffusive quenching of pre-associated sensitizer-quencher pairs. In 
particular, the interesting quantity is the ratio of both amplitudes since its dependen-
cy on the substrate concentration allows the direct determination of the association 
constant of catalyst and substrate. For the model reaction an association constant of 
K = 0.63 M−1 in a solvent mixture of acetonitrile and water was determined, as shown 
in Figure 16.20. 

Also the last fit parameter, the diffusion constant D, has to be discussed. The 
Stokes–Einstein equation relates the diffusion constant D to macroscopic accessible 
physical quantities such as temperature T, viscosity  of the solvent and the effec-
tive radius Reff of the diffusing molecule, which is supposed to be spherical. 

 
B

eff

k T
D

6 R



 (16.36) 

It has to be mentioned that Reff in the denominator of Equation 16.36 is not directly 
related with the encounter distance R for electron transfer between photo-sensitizer 
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and quencher. The Reff is the effective radius of the molecule, which is relevant for 
diffusion. Not only the size of a spherical model of the diffusing molecules deter-
mines Reff but rather the size of the molecule including the shell of associated sol-
vent molecules can be directly linked to Reff. Since not only the quencher molecules 
but also the photo-sensitizer are contributing to the diffusion process, Reff gives a 
description of an effective intermediate radius of both molecules, which is relevant 
for diffusion. 

Figure 16.21 shows the concentration dependency of the fit parameter D resulting 
from applying the extended fit function from Equation 16.35 to the observed S1 decay 
dynamics. The slight decrease of D with higher concentrations of the substrate can 
be explained by the increase of the solvent viscosity due to adding large amounts of 
the highly viscous methoxy benzyl alcohol to the solvent with a low viscosity. 

 

Figure 16.20: Ratio of relative amplitudes of diffusion fit function and of the exponential term, which 
describes the non-diffusive quenching of pre-associated sensitizer-quencher pairs according to 
Equation 16.35. 

 

Figure 16.21: Diffusion constant D derived from the diffusion limited S1 decay dynamics at different 
concentrations of the highly viscous substrate MBA. D was obtained from applying the fit function, 
given in Equation 16.35, on the diffusion limited decay dynamics of the S1 state of RFTA. 
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For the observed model reaction, which was performed in different solvents, the 
analysis of the fit of the diffusion constant D offers the following results: Reff in-
creases from Reff = 4.5 Å in pure acetonitrile to Reff = 8.0 Å in the solvent mixture of 
acetonitrile and water. This result suggests that a solvent shell of associated water 
molecules is able to slow down the diffusive movement of the interacting particles. 

In summary, it has been shown that the presented model of diffusion limited 
excitation quenching applied to experimental data provides much more data than 
only a perfect description of the decay curve. It offers deep insights into molecular 
processes and extends the previous model of diffusion limited reaction kinetics, 
which still divides the diffusion limited decay of a signal into three contributions: 
static quenching, non-stationary quenching and stationary quenching dynamics. [52] 
Especially for the investigation of photocatalytic processes, a more sophisticated 
model seems to be a great help to obtain a deep knowledge of the underlying reac-
tion mechanisms. 

The literature provides only very few examples where diffusion limited excited 
state dynamics obtained by time resolved spectroscopic techniques are quantitative-
ly described with the help of suitable fit functions. The application of a very similar 
model of diffusion controlled decay modelling, which is also based on Einstein–
Smoluchowski-Theory, including a Coulomb potential between the reactants, is 
presented in reference [53]. The model can well describe the diffusion influenced 
fluorescence quenching reaction of rhodamine B and ferrocyanide. A more general 
discussion of the model, which describes diffusion controlled fluorescence quench-
ing by electron transfer based on Marcus Theory can be found in reference [54]. It 
has to be mentioned, that the temporal resolution of the transient spectroscopic 
techniques, which were applied in this work, was 60 ps. This is somewhat critical, 
since the decay curves at earlier times are very important for the correct modelling. 
Some theoretical considerations on distance distribution and photo-induced elec-
tron transfer between diluted reactants in solution regarding Marcus theory are 
presented in reference [55]. Diffusion controlled fluorescence quenching by long 
range electron transfer in highly viscous non-polar solvents was investigated in 
reference [56]. 

16.4  Costs of photocatalysis: The reaction quantum yield 

16.4.1  Requirements for an accurate definition of the quantum yield 

In photochemistry, the term “quantum yield” has been used for many different 
quantities over the years. From a physical point of view and in the context of photo-
catalysis it should describe the ratio of the number of product molecules formed to 
the number of absorbed photons. Usually a high quantum yield  is desired for an 
efficient photocatalytic process. At this point efficiency is focused onto the best 
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possible use of the available light. As early investigations on the fundamentals of 
photocatalysis are not so much concerned yet about the use of the photons but ra-
ther worry about the endurance of the photocatalyst and the ability to quantitatively 
convert a substrate, it becomes understandable why other usages have surfaced. 

This section will provide a rigid definition of the term “quantum yield” and sug-
gest an easy and cheap method for the accurate determination in homogeneous 
catalysis. A detailed discussion of the difficulty to properly report photonic efficien-
cies and quantum yields in heterogeneous photocatalysis can be found in Nick 
Serpone, “Relative photonic efficiencies and quantum yields in heterogeneous pho-
tocatalysis”. [57] One of the main aspects for an accurate usage is that the quantum 
yield  has to describe the properties of a molecular reaction independently of the 
experimental boundary conditions. It is not sufficient to report a quantity which 
strongly depends on the measurement setup since the result is not reproducible. 
Whereas the number of incident photons impinging on the external reactor walls is 
relatively easy to measure, it is more sophisticated to determine the number of the 
photons actually absorbed by a photocatalyst molecule. 

Depending on the sensitizing mechanism and the subsequent reaction mecha-
nism of the photocatalytic reaction, the quantum yield  can be affected by a huge 
number of physical quantities. The solvent environment causes the largest influence 
on the photo-induced reaction. But also temperature, irradiation wavelength and its 
bandwidth, and the concentration of catalyst and substrate may affect the efficiency 
of the catalytic reaction. In particular when intermediate steps of the photocatalytic 
reaction are limited by diffusion, the concentration of the substrate plays a major 
role on reaction dynamics and, hence, on the total efficiency of the reaction. [43] 
Usually the temperature strongly affects the viscosity of the solvent and, therefore, 
also changes the diffusion dynamics on the microscopic scale. But a change of tem-
perature can also cause major effects in template photocatalysis, where complexa-
tion of the catalyst and substrate is required for the photocatalytic reaction. If the 
catalyst-substrate binding is mediated through hydrogen bonding, where binding 
energies are close to kB‧T, a change of temperature dramatically changes the equilib-
rium of associated and non-associated catalyst-substrate complexes and therefore 
affects the quantum yield  of the desired template mediated photocatalytic pro-
cess. [7, 8 ,58] Also, the oxygen concentration in the solvent has to be taken into 
account. Oxygen is known to efficiently quench triplet states and for this reason 
strongly reduces the life time of intermediate states with triplet character, which 
may affect the over-all reaction quantum yield . Another aspect which has to be 
considered is a wavelength dependent definition of . For example, in organometal-
lic coordination complexes, which are used for photocatalysis, there are examples 
where it is possible to excite different states depending on the excitation wave-
length. [59–61] Only the excitation of metal-to-ligand-charge-transfer transitions 
(MLCT) directly leads to photocatalytic active states. Also competing absorption of 
the substrate or the formed product has to be considered when discussing the wave-
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length dependency of the quantum yield. For the determination of the optimal envi-
ronment for an efficient photocatalytic reaction, it can be essential to measure  
under a variety of conditions. Therefore,  needs to be easy to measure. 

A seminal contribution to this debate is given by Nick Serpone in “Suggested 
terms and definitions in photocatalysis and radiocatalysis” discussing a large num-
ber of terms and definitions for the application in photocatalysis. [62] The following 
definition of the quantum yield  strongly relies on this work. Generally, in chemis-
try, the quantum yield can be determined for lots of processes such as reactant dis-
appearance, light emission, product formation and various other events occurring as 
a result of a photochemical process. Since generally in catalysis the disappearance of 
a substrate molecule does not necessarily lead to formation of the desired product 
molecule, determining the quantum yield by taking the number of disappearing 
reactant molecules into account is not appropriate. Rather considering the actually 
formed product molecules results in a meaningful definition of the quantum yield . 
Whereas in heterogeneous photochemistry the term quantum yield  describes the 
ratio of the total number of photons incident on the reactor walls and the number of 
product molecules formed [57, 62], in homogeneous catalysis a more accurate defini-
tion is required to describe the actual efficiency of a molecular process. 

The definition, given in Equation 16.37, fulfills all the previously discussed con-
ditions. The quantum yield  is directly defined as the ratio of the number of pho-
tons which are actually absorbed by the photocatalyst Nabs and the number of 
formed product molecules Nproduct. In Equation 16.37 the amount of substance nproduct 
can be inserted instead of the total number Nproduct of molecules, which were formed 
within the catalytic process. The corresponding quantity nabs describing the number 
of moles of absorbed photons can be expressed by the occasionally used physical 
unit einstein, which is equivalent to one mole of photons. 

 abs abs

product product

N n
N n

    (16.37) 

It should be noted that this definition of the wavelength dependent reaction quan-
tum yield is most precise, if quasi-monochromatic light is used. This can either orig-
inate from a laser source, e.g. in basic studies, or from high power light emitting 
diodes (LEDs) with a spectrum narrower than the typical width of molecular absorp-
tion bands. [63] On the other hand, Maschmeyer and Che have argued for the solar 
spectrum as proper reference. [64] While this is eventually the proper measure for 
an industrial process, much greater insight can be gained from wavelength selective 
determinations. If a range of wavelengths has been used, the convolution of the 
spectrum of a broad light with the catalyst absorption spectrum and the wavelength 
dependent intrinsic yield will give the overall efficiency. 

In terms of efficient photocatalysis, typically the formation of a product mole-
cule is the desired process to occur with a high quantum yield. In enantioselective 
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photocatalysis for instance not only the formation of a product molecule is essen-
tial. Only product molecules which exhibit the proper chirality contribute to the 
number of desired product molecules formed. 

Another aspect which has to be considered when determining the quantum 
yield  is the change of reaction environment during photocatalysis since product 
molecules are formed and substrate molecules are consumed. Upcoming product 
absorption within the spectral region of irradiance may lead to completely new 
photochemical processes within the solution. The primary, desired photocatalytic 
process will be overlaid by another competing photochemical process with un-
known products formed. A further contribution to the change of the reaction envi-
ronment involves the catalytic cycle of the light absorbing photocatalyst. Particular-
ly in photoredox catalysis, the oxidation state of the catalyst has changed after the 
primary photocatalytic process. Typically the reacted photocatalyst is catalytically 
inactive and needs to be regenerated in order to retrieve its full photocatalytic capa-
bility and to complete the catalytic cycle. The regeneration of the photocatalyst with 
the help of sacrificial electron donor and acceptor molecules in solution may impact 
the reaction conditions, since they are consumed with catalyst regeneration. [65] 
Therefore monitoring the photon absorption for a long period of the photocatalytic 
reaction is not beneficial for the determination of a meaningful product quantum 
yield which solely has to describe the yield of the primary photocatalytic reaction. 
This problem is normally overcome by determination of the quantum yield λ at 
small conversions of the reactants, usually less than 10 %, a point not often respect-
ed in heterogeneous photocatalysis, where the focus is usually complete transfor-
mation of the substrate. [62] 

With the discussed requirements on an accurate definition of the product 
quantum yield  and an unambiguous definition, we now focus on experimental 
techniques which readily allow for the determination of the required quantities. 
Whereas the denominator in Equation 16.37, the product yield, is relatively easy to 
measure in a chemistry lab using standard analytical methods, more sophisticated 
methods are required for the determination of an exact value of the numerator, the 
amount of the actually absorbed photons. The following summary is based on the 
article “Laboratory apparatus for the accurate, facile and rapid determination of 
visible light photoreaction quantum yields”. [66] The classical chemical actinomet-
ric procedures for the determination of the quantum yield, which are standardized 
by IUPAC [51, 67, 68] are often too laborious and newly developed ones are in most 
cases only suitable within the UV spectral region [69, 60, 71]. Efficient solar harvest-
ing does, however, require primarily absorption in the visible. 

Our experimental approach for an easy determination of the number of pho-
tons, which are actually absorbed by the photocatalyst, is shown in Figure 16.22. 
The homogeneous photochemical reaction of interest is performed in a standard 
cuvette with 10 mm optical path length. Since photochemical or photocatalytic ac-
tive chromophores generally only absorb selected parts of the electromagnetic spec-
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trum, the illumination spectrum has to be adapted to the absorption properties. 
Modern high power light emitting diodes (LEDs) provide high photon fluxes at a 
variety of well defined spectral regions which allows the choice of the optimized 
light source for a given photocatalytic chromophore. [72, 73] The emitted light from 
the LED is imaged with the help of a commercially available camera lens into the 
sample solution to drive the photocatalytic process. In order to facilitate the meas-
urement of the absorbed illumination power and to provide stable conditions to the 
photo-induced process, the optical density of the sample solution within the illumi-
nation spectrum has to be set to values between 0.3 and 1.0. This provides, on the 
one hand, a reasonable amount of absorption of the irradiating photons but, on the 
other hand, the absorption takes place within the whole cuvette volume and not in a 
thin solvent layer at the front side of the cuvette. This would be the case when per-
forming the irradiation under very high optical densities. The transmitted residual 
light, which passes through the cuvette with the sample solution, is continuously 
measured by a dedicated and calibrated solar cell. The illumination dependent out-
put current of the solar cell is converted with the help of a low Ohm resistor into a 
illumination dependent voltage which can be easily measured with a multimeter. 
The comparison of illumination levels, which were detected with the solar cell, and 
the values of illumination power, which were measured with a calibrated thermo-
pile powermeter, results in a nearly perfect linearity between output voltage and 
effective incident illumination power. The use of a solar cell instead of a laser 
powermeter provides an easy and inexpensive measurement method of the trans-
mitted illumination power.  

Finally, for the determination of the number of actually absorbed photons with-
in the sample cell, first the transmitted illumination power has to be measured once 
with and once without the sample solution within the beam path of the focused LED 
light. Not only absorption by the photocatalytic chromophore leads to a decrease in 
illumination power. The back reflection at the terminal air glass interface accounts 
for a sizable contribution to the illumination power decline as well, which is still in 
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Figure 16.22: Setup for the easy and cheap determination of the product quantum yield Φ of a pho-
to-induced reaction: A camera lens images a high power LED into the sample solution, which is 
constantly stirred. The power of the transmitted light is measured with the help of a commercially 
available solar cell as a power meter. Reprinted from reference [66] with permission from the Royal 
Society of Chemistry. 
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the few percent regime and has to be considered when calculating the absorbed 
illumination power. A more detailed description of all these issues can be found in 
reference [66]. With the absorbed power determined, the duration of illumination 
immediately gives the number of absorbed photons Nabs. Together with the total 
volume of the solution and the independently determined concentration of prod-
ucts, finally the desired value for the yield is found. 

We do not want to undervalue the importance to determine other quantum 
yields like the triplet or photoluminescence yields. They can greatly contribute to 
the full characterization of photocatalysts or photocatalytic processes. Therefore, we 
briefly refer to related techniques in the following section. 

A completely different technical approach for the determination of the triplet 
quantum yield of some organic dyes with the help of picosecond laser double-pulse 
fluorescence excitation and time resolved fluorescence detection [74] is presented in 
reference [75]. In this two-pulse excitation technique a sequence of picosecond laser 
pulses is used to determine the yield of triplet state population after photo-
excitation. The first pulse strongly excites the molecules to the excited singlet state. 
From there they decay either back to the ground state or to the triplet state. The 
second pulse probes the fluorescence reduction by triplet formation, since the fluo-
rescence signal is proportional to the population of the excited singlet state, which 
has – in contrast to the triplet state – the ability to fluoresce. A modified version of 
this technique that decouples the triplet yield and cross section determination has 
been presented recently. [76] 

The determination of photoluminescence quantum yields can readily be per-
formed with a commercial spectrofluorometer. A suitable standard, usually a well 
fluorescing dye solution is needed for absolute values. Relative values and the 
change with experimental parameters can be determined even more easily. Finally, 
we want to point the interested reader to a very informative review on light intensity 
distribution in photocatalytic reactors with some comments on the reaction quan-
tum yield within the focus of heterogeneous photocatalysis in reference [77]. 

16.4.2  Determination of the quantity of excited molecules in transient absorption 
measurements 

Transient absorption spectroscopy on multiple time scales is in itself a powerful tool 
for the determination of quantum yields either of the population of an intermediate 
state or of the formation of a product molecule. Deactivation processes of electroni-
cally excited states and recombination of charge separated states are the most 
important processes which are competing with product formation and, therefore 
lower the over-all product quantum yield  in homogeneous photocatalysis. Both 
processes result in the formation of ground state molecules of catalyst and sub-
strate. Therefore, the analysis of the ground state bleach (GSB) recovery in transient 
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absorption measurement allows the determination of the number of molecules 
which are still in an intermediate state or the final product state at selected points of 
time after excitation. [78] However, the determination of the quantum yield of in-
termediate or final states using this method requires that the GSB is not significantly 
overlaid by absorption of the state of interest, which is a prerequisite rather of a 
purely theoretical nature. If either GSB or the overlaying absorption spectrum of the 
intermediate state are well structured or exhibit significant characteristic spectral 
features, the linear combination of spectra can be easily deconvoluted to obtain the 
contribution of each spectrum and thereby the population of the intermediate 
states. If in fact the GSB and the excited state absorption of all intermediate states of 
a photochemical reaction are spectrally sufficiently separated from each other, the 
quantum yield of each intermediate state and the final product state can be deter-
mined readily. For this procedure the intensity of the ground state bleach immedi-
ately after excitation of the light absorbing chromophore has to be scaled to 100 % 
to account for the degree of optical excitation. Then the ratio of the GSB intensity at 
a certain pump-probe delay t to the intensity of the initial GSB directly provides the 
quantum yield of the observed excited intermediate state of the system. Often tran-
sient absorption spectroscopy in the visible and near UV spectral region is reported 
in the literature, where GSB and excited state absorption are not well enough sepa-
rated from each other. To still utilize the introduced technique for the direct calcula-
tion of the quantum yield for all intermediate states, an extended range of observa-
tion and the highest possible fidelity [79] has to be sought. This is the reason why we 
continuously try to improve the femtosecond spectrometer. 

Sometimes, at the beginning of an investigation, only the wavelength depend-
ent extinction coefficient 1() of just one intermediate state or of the final product is 
known beyond the spectrum of the catalyst and substrate. In this case methods of 
spectroelectrochemistry can provide in addition the wavelength dependent extinc-
tion coefficient 1() of radical anion and radical cation states of the participating 
molecules. In case of photoredox catalysis these spectra may directly appear in the 
transient absorption spectrum. Since transient absorption spectroscopy provides the 
wavelength dependent change of absorption OD() in units of optical density, the 
application of the Beer–Lambert-Law reveals the effective concentration of mole-
cules, which are momentarily in the observed intermediate state. Now, only the 
information of the concentration of the initially excited photocatalyst molecules is 
missing for the calculation of the quantum yield of the observed radical state. Since 
the extinction coefficient of the ground state absorption spectrum is accessible with 
UV/Vis absorption spectroscopy and also the excitation energy, focal size and the 
optical path length within the sample cell is straightforward to measure, the excita-
tion probability of each molecule within the excited sample volume can be easily 
determined. 

A relatively accurate estimation of the excitation probability Pexc in transient ab-
sorption measurements is shown in Equation 16.38. [28] The Pexc usually depends on 
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the excitation energy of the pump pulse Epump, the central excitation wavelength , 
the full width half maximum (FWHM) of the excitation pulse diameter D within the 
sample cell and the absorption coefficient of the excited molecule at the excitation 
wavelength . The factor ln(2) results from the conversion from a Gaussian beam 
profile with a FWHM D of the beam diameter to a homogeneous circular beam pro-
file with diameter D. To avoid effects of multi photon excitation it is reasonable to 
keep the excitation probability below 10 % in transient absorption measurements. 
An excitation probability of 10 % will typically lead to a contribution of two photon 
processes of less than 1 % to the transient signal. 

 
   

   pump
exc ph 2

A

ln 10EP n ln 2
Nhc D 2

     
 

 (16.38) 

This estimate assumes that the ESA strength is similar to the ground state absorp-
tion. Since photocatalysts are expected to be good absorbers, this assumption is 
most often justified.  

Multiplication of the excitation probability Pexc with the effective concentration 
of the photocatalyst in the sample solution results in the concentration of the initial-
ly excited molecules and the quantum yield of an observed intermediate state can 
be easily calculated, if its extinction coefficient () is known. Since Equation 16.38 
provides an average excitation probability for the whole cross-section area of the 
excitation beam but usually only a small fraction of this volume – usually the centre 
area – is within the probed sample volume, there are minor deviations to the actual 
excitation probability which have to be explicitly modeled if very quantitative re-
sults are needed. 

16.4.3  Example of the spectroscopic determination of reaction quantum yields: 
Flavin photocatalysis 

The riboflavin tetraacetate (RFTA) sensitized photo-oxidation of methoxy benzyl 
alcohol (MBA) is a well suited example for the determination of the reaction quan-
tum yield  It allows to prove the picture of the underlying reaction mechanism, 
which was obtained with the help of time resolved absorption spectroscopy on a 
large range of time scales. The spectroscopic details of the investigation of the reac-
tion have been described in detail elsewhere. [43] In brief summary: The first electron 
transfer from MBA to the photo-excited catalyst RFTA is the determining step for the 
subsequent processes of the photocatalytic reaction. If the singlet state of RFTA is 
quenched by electron transfer from MBA, fast charge recombination occurs within 
the formed spin-correlated radical pair on the time scale of 50 ps. This process is fast 
in comparison to the subsequent processes of product formation and does not signif-
icantly contribute to the photocatalytic product formation since it leads back to the 
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ground state of photocatalyst and substrate. However, the situation is completely 
different, when the first electron transfer occurs after inter-system crossing of the 
photocatalyst, i. e. when the RFTA is allowed to reach its triplet state. Charge recom-
bination within a formed spin-correlated radical pair with triplet character is a spin-
forbidden process and; therefore, it is significantly slowed down in comparison to 
the spin-correlated ion pair with singlet character. [80, 81] Now the subsequent reac-
tion steps, which begin with the protonation of the formed radical anion of RFTA, 
may occur with reasonable yield since competing processes take place on a very slow 
time scale. A scheme of the full mechanism is depicted in Figure 16.23. 

In order to achieve a high reaction quantum yield, the main task is to drive the 
reaction in the triplet manifold of the photocatalyst. The inter-system crossing of 
RFTA occurs on the 10 ns time scale with quantum yields up to more than 70 % if 
there are no competing processes deactivating the excited singlet state. [82, 83, 84] 
Since diffusive quenching processes of excited states in solvents take place on a 
comparable time scale and this time scale strongly depends on the quencher concen-
tration, a change of the concentration of the substrate allows an easy and effective 
control of the reaction pathway. At high concentrations of the substrate, the diffusive 
quenching of the excited state of RFTA is fast in comparison to the inter-system 
crossing dynamics and the reaction is driven to the non-productive electron transfer 
in the singlet manifold with immediately subsequent charge recombination. In con-
trast, at very low MBA concentrations, the excited singlet state quenching dynamics 
are slow in comparison to the intersystem-crossing process. From now on the triplet 
yield of the photocatalyst comes closer to the intrinsic triplet quantum yield since the 
yield of the singlet radical pair formation has significantly dropped. This provides an 

 

Figure 16.23: Reaction mechanism of flavin sensitized photo-oxidation of methoxy benzyl alcohol to 
the corresponding aldehyde. [43, 48] 
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effective population of the triplet state of RFTA, from where the productive steps of 
the photocatalytic reaction start with the drawback that low substrate concentra-
tions include slow diffusive triplet quenching. However, an effective and relatively 
fast quenching of the RFTA triplet state is required for the next reaction step, the 
generation of a spin-correlated radical ion pair with triplet character via electron 
transfer from MBA to the RFTA in its triplet state. But when the substrate concentra-
tion is too low, the diffusion limited electron transfer becomes slower than the intrin-
sic lifetime of the RFTA triplet state and the majority of the RFTA triplet population 
decays back to the ground state or is quenched by diluted oxygen. 

From the point of view of a chemist, a very basic idea to increase the triplet life-
time of RFTA would be to conduct the photocatalysis under oxygen free conditions. 
However, diluted oxygen is required for this type of reaction since it thermally re-
oxidizes the photocatalyst which remains in its fully reduced form as a result of the 
catalytic aldehyde production. So the only remaining parameter to drive the photo-
catalytic reaction into its efficiency maximum is to adjust the substrate concentra-
tion: On the one hand, the concentration has to be low enough for an efficient popu-
lation of the triplet state but, on the other hand, it has to be high enough for a 
reasonable generation of the spin-correlated triplet radical pairs, which is a diffu-
sive process. With the help of the time resolved spectroscopic methods, it was pos-
sible to quantify each intermediate step of the flavin-sensitized photo-oxidation and 
especially to understand and to predict the diffusion limited reaction dynamics. 
Since the data analysis was based on a very complex model describing diffusion 
controlled reaction dynamics, which was presented in the last section, verification 
by another independent measurement strongly supports the credibility of the devel-
oped model. 

Often time resolved spectroscopic methods do not directly give access to the to-
tal reaction quantum yield of a photo-induced reaction. This is due to the fact that 
typically not all intermediate states and species are observed reliably and more 
importantly, that the reaction quantum yield might be small. In this case the prod-
uct would have to be detected with very high sensitivity in a sea of other species. 
But transient absorption spectroscopy reveals a lot of information which can be 
used to calculate quantum yields of the contributing intermediate steps. The quan-
tum yield of an intermediate step can be determined either, if all contributing reac-
tion rates ki are known, or if the relative quantum yields of competing reaction 
pathways can be determined by analyzing the time dependent intensities of the 
ground state bleach or of other transient signatures with known extinction coeffi-
cients. How to calculate quantum yields on the basis of the underlying rate model 
is shown as follows: For instance, after photo-excitation, an intermediate parent-
state is depopulated by three different processes, described by the rate constants k1, 
k2 and k3 resulting in three different sub-states, named state 1, 2 and 3. The yield for 
the population of state 1, which leads to the product formation, is given by dividing 
rate k1, which populates this state, by the sum of rates k1 + k2 + k3, which depopulate 
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the parent-state. This results in the following equation, describing the quantum 
yield of this intermediate step: 

 1
1

1 2 3

k
k k k

 
 

. (16.39) 

The total reaction quantum yield  of a photocatalytic reaction, in case of a sequen-
tial reaction, can be written as product of the quantum yields i of the intermediate 
steps which are contributing to the product formation. 

 1 2 3     (16.40) 

Since the flavin sensitized MBA oxidation involves two redox steps, the catalysis 
comprises two reduction processes of the photocatalyst. Taking the inter-system 
crossing and the competing non-productive electron transfer in the singlet state of 
RFTA into account, the product quantum yield is given by Equation 16.41. Since the 
non-productive singlet quenching and the productive triplet quenching process via 
electron transfer are both diffusion controlled processes, and, hence, both rates 
depend on the substrate concentration, also the over-all reaction quantum  yield 
depends on the substrate concentration. 

      T ET I PT I ET II PT IIMBA MBA MBA                  (16.41) 

We find that the first proton transfer process and both the second electron and pro-
ton transfer do not depend on the substrate concentration. A possible explanation 
for this finding is the presence of large amounts of water that greatly increases the 
overall efficiency. As water is dissociated to a sizable degree, protons and eventually 
the extra electron can be buffered by this reservoir and the yield become independ-
ent of the catalyst and substrate concentration. Many rates of the competing pro-
cesses are known from additional transient absorption measurements which we 
performed, and we can now write the over-all reaction quantum yield by inserting 
these rates into Equation 16.41. 
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 (16.42) 

Whereas the first factor, which describes the triplet quantum yield, contains the 
substrate concentration only in the denominator, the second factor, which describes 
the yield of the formation of the spin-correlated triplet radical pair, contains the sub-
strate concentration both in the numerator and in the denominator. Since the rate of 
the diffusive triplet quenching by electron transfer 3kET is much slower in comparison 
to the singlet quenching process 1kET, not necessarily the full kinetic diffusion model 
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has to be applied to describe the triplet quenching process. Here a linear dependency 
between substrate concentration and diffusive reaction rate seems to be sufficient for 
modeling the quenching process. However, for the calculation of a rate describing 
diffusion controlled dynamics on the ultrafast time scale, a linear dependency be-
tween concentration and reaction rate is not longer sufficient. In the last section we 
introduced a mathematical model for diffusive decay modeling on the ultrafast time 
scale, which is used here. According to Equation 16.30 the diffusive singlet quench-
ing rate 1kET, which depends on the substrate concentration as well, can be written as 

  1 2
ET

1 1k t, MBA 4 R D MBA
R Dt

 
           

. (16.43) 

Comparable to the diffusive triplet quenching process, which was approximated by 
a linear correlation, Equation 16.43 also exhibits a strictly monotonic increasing 
relation between substrate concentration and reaction rate. Under consideration of 
the monotonic behavior of both singlet and triplet quenching with increasing sub-
strate concentration, Equations 16.41 and 16.42 exhibit an efficiency maximum at a 
certain substrate concentration with trailing edges both with increasing and de-
creasing concentration. 

For the calculation of the over-all reaction quantum yield, which is generally 
time independent, the time dependent reaction rate has to be converted into a time 
independent quantity. By integration from time zero to infinity of an exponential 
function describing the decay of an excited state by diffusion, an average, time in-
dependent reaction rate can be determined. 

     1 0 1
ETET

t 0

k MBA dt exp k t, MBA t




          (16.44) 

As shown in the previous section, both diffusive and non-diffusive quenching, 
caused by pre-association of catalyst and substrate, are contributing to the over-all 
singlet quenching process and have to be considered when calculating the effective, 
time independent electron transfer rate. Integration of an exponential function, 
describing the decay of the excited singlet state only considering the diffusive 
quenching process, from time zero to infinity results in a time independent average 
quenching rate, which still depends on the substrate concentration. 
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Now all contributing contributions of Equation 16.41 are known and the over-all 
concentration dependent reaction quantum yield can be expressed by quantities 
which were all determined by time resolved absorption spectroscopy. The result is 
given as solid line in Figure 16.24. Since the data analysis and especially the diffu-
sive decay modeling is based to some degree on simplifications and assumptions, 
verification of the predicted substrate concentration dependent reaction quantum 
yield will strongly support the credibility of the understanding of the photocatalyt-
ic reaction. 

The comparison of predicted over-all reaction quantum yield in Figure 16.24, 
which was calculated with the help of the diffusion-based model, and the actual 
over-all reaction quantum yield determined with the help of the presented setup for 
the measurement of reaction quantum yields and UV/Vis steady state spectroscopy 
perfectly confirms the understanding of the photocatalytic process obtained by time 
resolved spectroscopy. The reaction can be driven in its efficiency maximum, which 
corresponds to a product quantum yield of 3 %, by adjusting the substrate concen-
tration in the 25 mM range. 

16.5  From light absorption to chemistry: Sensitizing mechanisms 
in homogeneous photocatalysis 

16.5.1  Sensitization by excitation energy transfer 

Sensitization by excitation energy transfer (EET) processes is sometimes considered 
for photocatalysis but only plays a minor role in homogeneous photocatalysis. 
Therefore, we will only comment very briefly on some basic considerations. 

 

Figure 16.24: Concentration dependent reaction quantum yield of flavin sensitized photo oxidation 
of methoxy benzyl alcohol on a logarithmic x-coordinate. [43] 
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Generally there are two different mechanisms to distinguish: Singlet excitation 
energy transfer via Förster resonance energy transfer (FRET) [85] and triplet triplet 
energy transfer (TTET) via Dexter [86]. A scheme of both processes is given in Equa-
tion 16.46 and 16.47. 

       abs. EET1 * 1 *C S h C S C S  (16.46) 

         abs. ISC EET1 * 3 * 3 *C S h C S C S C S  (16.47) 

Since excited singlet states and triplet states of organic chromophores are usually 
easily distinguishable with the help of their optical absorption properties, time 
resolved absorption spectroscopy in the visible is a well suited tool for the investiga-
tion of EET sensitization processes both in the singlet and triplet manifold. Whereas 
triplet sensitization mechanisms are often applied meaningfully, applications for 
singlet sensitization processes are hardly imaginable in photocatalysis, since the 
EET usually occurs between two optical accessible excited states. Then in terms 
of efficient photocatalysis a direct excitation of the substrate is more convenient. 
A senseful exception might be the case where the lowest optical transition of the 
substrate leads to the n* state and consequently the absorption strength is very 
low. Furthermore, the lifetime of excited singlet states is usually limited by fluores-
cence decay and inter-system crossing and does commonly not exceed a couple of 
nanoseconds and; therefore, diffusion limited sensitizing becomes inefficient. If 
there is no catalyst-substrate pre-association, the expected time scale for triplet EET 
sensitization is in the ns and μs range, when the reaction dynamics are controlled by 
diffusion of the reactants. Therefore, long lived triplet states are better suited for 
photo-sensitization. Especially when the following requirements are matched, ap-
plications of TTET can improve the efficiency of a photocatalytic process: 
– Triplet sensitization with a photo-sensitizer with high triplet quantum yield T 

to substrate with low intrinsic T to increase the total reaction quantum yield 
for a triplet reaction 

– Triplet sensitization with a photo-sensitizer, which has a lower energy gap 
between the optically accessible singlet and the triplet state to allow irradia-
tion at longer wavelengths to expand the usable irradiation spectrum far into 
the visible 

– Triplet sensitization of weakly bound catalyst-substrate complexes to allow 
selective sensitization to provide stereoselective photochemistry. [7, 87] 

16.5.2  Photoredox catalysis: Requirements on catalyst and substrate 

The general mechanism of a photocatalytic reaction comprises two initial steps: The 
excitation of the chromophore and the sensitization of the substrate. The sensitiza-
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tion is the use of the excitation energy from the photocatalyst in its excited state for 
the suitable modification of the substrate in its ground state to start a chemical con-
version. The minor importance of the genuine energy transfer processes such as 
singlet energy transfer via Förster resonance energy transfer [85] or triplet triplet 
energy transfer via the Dexter mechanism [86] is discussed in the preceding section. 
The more important sensitization process is photo-induced electron transfer where 
light serves as energy source for intra- and intermolecular electron transport. De-
pending on the catalytic system and the sensitizing mechanism, the temporal delay 
between photo-excitation and sensitization can cover the time range from 1‧10−13 s, 
e.g. for intramolecular charge transfer reactions in electronically strongly interact-
ing systems, to 1‧10−6 s, e. g. for slow diffusion limited intermolecular charge transfer 
reactions. [43, 51, 88] This section will provide examples of different photo-induced 
sensitization mechanisms in photocatalysis with strong connection to the applica-
tion of time resolved spectroscopic methods. The examples are chosen from photo-
redox catalysis, which is one of the most important sensitizing mechanisms in pho-
tocatalysis. [89, 90] Photoredox catalysis relies on the general property of excited 
states that they are usually more easily reduced or more easily oxidized than the 
ground state. Therefore, the excited photocatalyst can serve either as highly reactive 
electron donor or electron acceptor. [90] 

From the perspective of time resolved spectroscopy it causes a major difference 
if the excited state quenching of the photocatalyst occurs in its excited singlet or 
triplet state. Since charge recombination within the formed spin correlated radical 
ion pair (RIP) with triplet character is a spin forbidden process, the charge separated 
state within the triplet RIP is more stable. [80] This allows the subsequent reaction 
steps to take place with significant yields. In terms of efficient photocatalysis it is, 
therefore, often advantageous to drive the electron transfer process in the triplet 
state of the photocatalyst. [43] A lifetime of the charge separated radical ion pair in 
the microsecond range is considered to be sufficient for efficient catalysis and this 
has been achieved in many artificial systems as reviewed in various review papers 
and chapters, although only in a limited number of cases this has been combined 
with a close to unity total reaction quantum yield. [80, 91, 92] 

The sensitization by electron transfer, either photo-induced oxidation or reduc-
tion of the substrate by the excited photocatalyst, comprises two spectroscopically 
accessible steps in the singlet manifold and three steps in the triplet manifold, re-
spectively. All contributing intermediate steps are shown in Equations 16.48 and 
16.49, where C is the photocatalyst and S is the substrate and hν stands for the inci-
dent photon, which is absorbed by the photocatalyst. 

 
1

/ /abs. ET1 *C S h C S C S           (16.48) 

 
3

/ /abs. ISC ET1 * 3 *C S h C S C S C S              (16.49) 
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From Equation 16.48 and 16.49 it can be seen, that the photocatalyst remains in its 
reduced or oxidized state after the photo-induced radical ion pair formation and, 
therefore, needs to be regenerated in order to retrieve its full photocatalytic capabil-
ity and to complete the catalytic cycle. On the other hand it can be seen, that the 
electron transfer process between excited photocatalyst and substrate needs to be 
thermodynamically allowed.  

First we will comment on the latter: The actual sensitizing mechanism of a pho-
tocatalytic reaction strongly depends on the electrochemical and photophysical 
properties of catalyst and substrate. Calculating the change of Gibbs energy G0 
according to Rehm and Weller [94], which is shown in Equation 16.50, helps to pre-
dict the sensitizing mechanism or to find a suitable photocatalyst for the desired 
reaction. The standard oxidation potential of the electron donor in its ground state 
is  0E D D  , the standard reduction potential of the electron acceptor in its ground 
state is  0E A A  . These can be easily measured by cyclovolametry. The quantity r 
stands for the electron donor-acceptor distance which can be deduced from quan-
tum chemical calculations or knowledge of the molecular structure. The quantity 

00E  represents the energy with respect to the ground state of the excited state, 
which is quenched by ET. For the excited singlet state 00E  can be readily read off 
the absorption spectrum. The change of G0 serves as driving force for the ET reac-
tion between donor and acceptor and has to be below zero, to thermodynamically 
allow the ET process. 

     2
0 0 0

00
0

eG e E D D E A A E
4 r

          
   (16.50) 

The corresponding data of common organic photo-sensitizers, which are applied in 
homogeneous photocatalysis, and of the very useful Ru(bpy)3

2 are listed in Ta-
ble 16.2. [95] Although these data provide a first idea of the underlying mechanism, 
an experimental proof of the actual sensitizing mechanism is crucial for a full un-
derstanding of the photo-catalytic reaction. Especially time-resolved spectroscopic 
methods on multiple time scales provide detailed insights into the photo-induced 
sensitization processes.  

The re-oxidation or re-reduction of the photocatalyst after the photo-induced 
primary ET to its ground state is generally a required process in terms of catalysis. 
Otherwise the total photo-induced charge transfer process should be discussed as 
photochemistry, since the light-absorbing chromophore is consumed with the con-
version of one substrate molecule. However, the second ET step might seem useless 
for the desired reaction, but it is necessary for the total catalytic cycle. It is also pos-
sible to drive the desired conversion of the substrate with the regeneration step of 
the photo-formed radical ion of the catalyst. [98] But in this situation, time resolved 
spectroscopy is not the perfect tool for the investigation of the actual sensitization 
process of the substrate since the starting point of the reaction is not anymore de-
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fined by the pump pulse. It is the photo-induced generation of the reactive radical 
ion species of the photocatalyst that is easily and directly accessible. Tracing the 
second ET step with methods of time resolved spectroscopy is much more challeng-
ing, especially if both ET steps are limited by diffusion of the reactants. Then, if both 
the sacrificial reactant and the substrate are diluted with comparable concentration, 
the diffusion limited quenching process occurs on equal time scales and, therefore, 
both processes are difficult to distinguish with the help of time-resolved spectrosco-
py. The intermediate species might even not be present in high enough concentra-
tion for a secure detection. 

Another aspect, which has to be considered when comparing photoredox chem-
istry in the singlet and in the triplet manifold, is the achievable reaction rate for the 
ET step. It has been found that quenching of excited singlet states by electron trans-
fer is usually fast in comparison to the quenching of a triplet state of the same 
chromophore by electron transfer. [43, 99] Also the listed diffusive, concentration 
dependent quenching rates Kq of excited photo-sensitizers by suitable quencher 
molecules in Montali et al. “Handbook of Photochemistry” [51] strongly support this 
picture. When discussing rates of inter- and intramolecular ET processes, the Mar-
cus Theory is indispensable for an accurate explanation of the involved processes. 
[100, 101] The Marcus Equation relates the electron transfer rate kET to the electronic 
coupling Hif between initial and final state, the reorganization energy  and the 
change of Gibbs energy G0. 

 
 2

0
2

et if
BB

G2 1k H exp
4 k T4 k T

         


 (16.51) 

A well suited example for this effect is the diffusion limited quenching of excited 
riboflavin by intermolecular electron transfer from 4-methoxybenzylalcohol, which 
is 200-fold slower when quenching the triplet state in comparison when quenching 
the excited singlet state (Table 16.1 and Ref. [43]). Also the quenching of excited 

Table 16.2: Electrochemical and photophysical data of selected organic sensitizers in comparison 
with the photoredox catalyst Ru(bpy)3

2+ 

sensitizer E0 (D+ ∙/D)
vs. SCE [V]

E0 (A/A− ∙)
vs. SCE [V]

00 [nm] ES1 [eV] ET1 [eV] T 

anthracene a 1.09 (MeCN) −1.95 (DMF) 375 3.31 1.84 0.7 
benzophenone a −1.83 (MeCN) 384 3.23 3.00 1
eosin Ya b −1.38 (MeCN) 571 2.17 1.83 0.3 
riboflavin a c −0.29 e (H2O) 495 2.50 2.17 0.7 
xanthone a −1.77 (DMF) 370 3.35 3.21 1
Ru(bpy)3

2+ d 1.29 −1.33 452 2.74

(a) reference [51] (b) 2′,4′,5′,7′-tetrabromo-fluorescin-dianion (c) reference 96 (d) reference [97]
(e) vs. NHE 
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states of benzophenone from a covalently bound DNA nucleobase occurs roughly 
20 times faster in the excited singlet state than in the triplet state. [102] The Marcus 
theory provides two explanations for this behavior: Due to the usually energetically 
lower lying triplet state in comparison to the optical accessible excited singlet states 
in organic chromophores (Table 16.2), the absolute value of the change of Gibbs 
energy G0 is smaller when the excited state quenching by electron transfer occurs 
in the triplet regime. This leads to a decrease in the electron transfer rate ket and 
therefore to a decrease in reactivity [99] and clearly can be seen by calculating the 
G0 values according to Rehm and Weller (Equation 16.47) and inserting the result 
into the Marcus equation (Equation 16.51). Another explanation for the decrease in 
the rate of electron transfer ket can be a change in the coupling term 

2
ifH  which 

describes the electronic coupling between initial state and final state of the charge 
transfer reaction. Generally speaking, on the one hand, in photocatalyst’s triplet 
chemistry provides the advantage of spin-forbidden charge recombination but, on 
the other hand, it has the disadvantage of a slow electron transfer process in com-
parison to singlet chemistry. 

As a further example, irradiation of organometallic coordination complexes 
such as Ru(bpy)3

2+ which are often used as redox photocatalysts, due to their versa-
tile optical and electrochemical capabilities [91, 103, 104], leads to a species which 
exhibits catalytic activity. [104] This is a convenient and often used method for the 
photo-induced activation of a catalyst [105], also adsorbed on a solid [65, 107–109]. 
Covalently bound to a platin or palladium centered catalytic active site forming a 
donor-bridge-acceptor-system, ruthenium organometallic coordination complexes 
can also serve as intramolecular electron donor sites and, therefore, provide photo-
induced water splitting capability. [110] 

For further information on photosensitization by reversible electron transfer the 
early but still informative review article from Kavarnos and Turro [111] is strongly 
recommended.  

16.6  Epilogue 

In this final chapter we have described, how modern transient spectroscopy can 
contribute decisively to the understanding of the mechanisms governing chemical 
photocatalysis. The methods developed in our laboratories over the last years allow 
the excitation of the catalyst at any selected wavelength. This is important to ensure 
that indeed the catalyst and not the substrate is excited. In addition it allows one to 
investigate whether higher electronic states or vibrational excess energy influences 
the outcome and efficiency of the processes. 

We now have a detection range from the UV, as low as 250 nm, and out to NIR, 
as high as 1700 nm available at a temporal resolution of better than 50 fs. With the 
help of an auxiliary tunable nanosecond laser we can measure without gaps out to 
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the high μs range. This enormous detection range allows one to identify many of the 
reaction intermediates. As a consequence, the transient optical spectroscopy does 
not restrict itself anymore to the determination of specific rates, but it renders a 
complete picture of a multistep reaction chain. 

For this analysis it is far from sufficient to fit exponential models to the signal at 
an individual wavelength. Such an approach has been used many times in the past, 
since early experiments only had single detection wavelengths available and the 
investigators relied on their a priori knowledge where a specific chemical species 
could be detected. Instead, a global analysis of the whole spectral range has to be 
performed to arrive at an unambiguous interpretation. 

From such an analysis it can readily be determined whether a reaction proceeds 
via singlet or triplet states. For singlet schemes a pre-association is desired, as the 
short singlet lifetime does not allow efficient diffusional encounters. We showed, 
however, that such an approach can easily lead to rapid charge recombination after 
the initial electron transfer that starts the catalysis. Pre-association is, however, 
highly desired for stereoselective reactions. 

When the initial dynamics is intersystem crossing in the catalyst, the aim has to 
be to generate a high triplet yield. As this takes typically some nanoseconds, the 
subsequent step of charge transfer to the substrate cannot be boosted by pre-
association but has to be enabled by diffusion. The time resolved spectroscopy 
should then be repeated for a number of substrate concentrations. What is most 
important is that the analysis of the resulting set of data has to be performed com-
prehensively in order to obtain the true system behavior and not just effective val-
ues for each value of the concentration. The final set of parameters which truly de-
scribes the reaction has to model the complete spectrum and all concentrations 
simultaneously. From such a comprehensive analysis, a clear picture of the diffu-
sional encounter and separation results. Such information has previously only been 
used very rarely and as a matter of fact the community of ultrafast spectroscopists 
has not considered it possible to analyze these rather complex situations. On the 
other hand, the chemists working on chemical photocatalysis have not dared to 
apply transient spectroscopy from the femtosecond to the microsecond range to 
their complex problems. 

We hope that the present account and the evolving original work by our efforts 
will encourage more researchers to use the new methods and capabilities. Not only 
chemical photocatalysis, but also the sustainable energy source water splitting [112] 
and a wide range of issues in green chemistry should be able to profit. The detailed 
understanding of the reaction mechanisms is not only of academic interest, but it 
can readily lead to strategies for improving the efficiency of the use of the photons. 
Even so, the solar photons are free of direct cost, and they should be used diligently 
to keep the demand on collection space low. Only with high reaction quantum 
yields new routes to solar energy harvesting, in particular the solar backed produc-
tion of fuels, will gain the necessary technical and industrial acceptance.  
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