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Supercritical fluid technology encompasses a very broad field, which includes
various reaction, separation, and material formation processes that utilize a
fluid at a temperature greater than its critical temperature and a pressure great-
er than its critical pressure. Supercritical fluids generally are compressed gases,
which combine properties of gases and liquids in a chemically interesting man-
ner. Supercritical fluids have physicochemical properties in between a liquid
and a gas. They can have a liquid-like density and no surface tension while in-
teracting with solid surfaces. They can have gas-like low viscosity and high dif-
fusivity and, like a liquid, can easily dissolve many chemicals and polymers.

When Professor Thomas Andrews reported the measurement of the critical
properties of carbon dioxide as part of his 1876 Bakerian Lecture “On the Gas-
eous State of Matter”, he probably could not have envisaged that this important
industrial gas would also become very popular in supercritical fluid technology.
In fact carbon dioxide’s popularity stems from the fact that it is nontoxic and
nonflammable, it has a near ambient critical temperature of 31.1 �C, and that it
is the second least expensive solvent after water. The most widespread use of
supercritical carbon dioxide has been in Supercritical Fluid Extraction processes
for the food and pharmaceutical industries with several large extraction units in
operation in the United States and in Europe for decaffeinating coffee and tea
and extracting flavors and essential oils from hops, spices, and herbs. Other ap-
plications have been reported in recrystallization of pharmaceuticals, purifica-
tion of surfactants, cleaning and degreasing of products in the fabrication of
printed circuit boards, and as a substitute for organic diluents in spray painting
and coating processes.

The potential of supercritical carbon dioxide in polymer processes has been
recently a focus of research and development both in academia and in industry.
The main driver behind this effort is the chemical industry’s pursuit of sustain-
able growth strategies, which aim to reduce the environmental footprint of exist-
ing or new polymer processes. The objective of the research and development
effort has been to demonstrate whether carbon dioxide can be applied as an en-
vironmentally friendly substitute for many halogenated and other organic sol-
vents used in polymer processes thereby reducing atmospheric pollution and
eliminating solvent residues in products. Supercritical carbon dioxide could be
most advantageously applied in developing improved polymer processes and
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products when environmental compliance pressures would require a process
change, when regulatory requirements could require changes in product purity,
and when improved products in terms of performance can result from substi-
tuting the traditional solvent with carbon dioxide.

This book edited by Professors M. Kemmere and Th. Meyer provides both
academic researchers and industrial practitioners a thorough overview of the
state of the art of the application of supercritical carbon dioxide in polymer pro-
cesses by carefully balancing the exposition of recent research results and
emerging commercial applications with the discussion of the special challenges
and needs of this exciting new technology. Written mainly by prominent Ameri-
can and European academic researchers in the field, the book is comprised of
three parts, which focus on the fundamentals aspects of this technology (ther-
modynamics, transport phenomena, and polymerization kinetics), and its appli-
cation in polymerization reactions (including dispersion and emulsion systems
as well as fluoropolymers synthesis) and polymer processing operations (includ-
ing extrusion and reduction of residual monomer).

We hope that the publication of this book, which will surely become a stan-
dard reference in the field, will spur the interest in further exploring the poten-
tial of supercritical carbon dioxide applications in polymer technology both in
terms of fundamental understanding of the relevant physico-chemical phenom-
ena and in advancing the state of the design and commercialization of environ-
mentally friendly polymer processes producing products with unique perfor-
mance characteristics.

June, 2005 Harold L. Snyder
Technology Director
DuPont Fluoroproducts

John P. Congalidis
Senior Research Planning Associate
DuPont Central Research and Development

John R. Richards
Senior Research Associate
DuPont Engineering Research and Technology

E. I. du Pont de Nemours and Company
Wilmington, Delaware 19880, USA

ForewordVI



The idea of producing a book on the application of supercritical carbon dioxide
in polymer processes was born on a fine November evening in Barcelona dur-
ing the meeting of the European Working Party on Polymer Reaction Engineer-
ing in 2002. As the idea still seemed reasonable the next morning, we decided
to put words into action, and two years later the book was complete. From the
outset, we were determined to give the manuscript a chemical engineering fo-
cus because of the increasing number of supercritical polymer processes on the
verge of industrial application.

Our aim has been to present a state-of-the-art overview of polymer processes
in high-pressure carbon dioxide using a multidisciplinary and synergetic
approach that starts from fundamentals, goes through polymerization processes,
and ends with post-processing. The contributors to this book are internationally
recognized experts from different fields of CO2-based polymer processes from
Europe and the United States. We would like to express our gratitude to all the
authors for the high quality of every contribution, and we are convinced that
this compilation will become a reference book in the field.

Editing a book has resulted in strong links between Eindhoven and Lausanne,
enabling us to adopt the good habits of both countries. In particular, the happy
evenings spent with Francine, Jos, Morgane, and Quentin were a real pleasure,
not only due to the presence of “tarte à la crème”, “stroopwafels”, “crème bru-
lée”, and too many chocolates, but also by the sealing of a strong friendship.
This home support and understanding, also when we were traveling, certainly
facilitated the editing process by introducing fun and fresh air into a hard job.

Furthermore, many thanks are due to our collaborators in the Process Devel-
opment Group in Eindhoven and the Polymer Reaction Engineering Group in
Lausanne for their creativeness and enthusiasm in the field of polymer science
in supercritical carbon dioxide. Finally, we would like to thank Karin Sora and
her team from Wiley-VCH for their great help in producing this book.

Eindhoven and Lausanne, July 2005 Maartje F. Kemmere
Thierry Meyer
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Maartje Kemmere

1.1
Introduction

Environmental and human safety concerns have become determining factors in
chemical engineering and process development. Currently, there is a strong em-
phasis on the development of more sustainable processes, particularly in the poly-
mer industry. Many conventional production routes involve an excessive use of or-
ganic solvents, either as a reaction medium in the polymerization step or as a pro-
cessing medium for shaping, extraction, impregnation, or viscosity reduction. In
each of these steps, most of the effort of the process is put into the solvent recov-
ery, as schematically indicated in Fig. 1.1 for the polymerization step.

Illustrative examples include the production of butadiene rubber, with a prod-
uct/solvent ratio of 1 : 6 [1], and the production of elastomers such as EPDM
(ethylene-propylene-diene copolymer) in an excess of hexane [2]. Annually, these
types of processes add substantially to the total emissions of volatile organic
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1
Supercritical Carbon Dioxide for Sustainable
Polymer Processes *

* The symbols used in this chapter are listed at the end of the text, under “Notation”.

Fig. 1.1 Visualization of the
relative effort required for
polymerization and solvent
recovery in conventional cata-
lytic polymerization processes
based on organic solvents.



(VOCs). Approx. 20 million tonnes of VOCs are emitted into the atmosphere each
year as a result of industrial activities [3]. According to Fig. 1.2, the annual Euro-
pean solvent sales to the rubber and polymer manufacturing industries, including
polymer industries such as paints and adhesives, amount to 2.8 million tonnes.

Based on these facts, it is highly desirable from an environmental, safety, and
economical point of view to develop alternative routes to reducing the use of organ-
ic solvents in polymer processes. Two obvious solutions to the organic solvents
problem are the development of solvent-free processes and the replacement of sol-
vents by environmentally benign products. Solvent-free polymerizations generally
suffer from processing difficulties as a result of increased viscosities and mass
transfer limitations, for instance in melt phase polymerization [5]. Solvent replace-
ment, on the other hand, although it prevents the loss of dangerous organic sol-
vents, still necessitates an energy-intensive solvent removal step. Using a “volatile”
solvent makes the solvent removal step relatively easy. An intermediate solution is
using one of the reactants in excess, as a result of which it partly acts as a solvent or
plasticizer. In this case the excess of reactant still needs to be removed. Again, this
becomes easier when the reactant involved is more volatile or, even better, gaseous.

Currently, the possibilities of green alternatives to replace organic solvents are
being explored for a wide variety of chemical processes.

1 Supercritical Carbon Dioxide for Sustainable Polymer Processes2

Fig. 1.2 Annual European solvent sales: 5 million tonnes, for which
rubber and polymer manufacture accounts for 56% [4].



1.2
Strategic Organic Solvent Replacement

Solvents that have interesting potential as environmentally benign alternatives
to organic solvents include water, ionic liquids, fluorous phases, and supercriti-
cal or dense phase fluids [5, 6]. Obviously, each of these approaches exhibits
specific advantages and potential drawbacks. Ionic liquids (room-temperature
molten organic salts), for example, have a vapor pressure that is negligible. Be-
cause they are non-volatile, commercial application would significantly reduce
the VOC emission. In general, ionic liquids can be used in existing equipment
at reasonable capital cost [7]. Nevertheless, the cost of a room-temperature mol-
ten salt is substantial. In addition, the separation of ionic liquids from a process
stream is another important point of concern.

With respect to dense phase fluids, supercritical water has been shown to be
a very effective reaction medium for oxidation reactions [8, 9]. Despite extensive
research efforts, however, corrosion and investment costs form major challenges
in these processes because of the rather extreme operation conditions required
(above 647 K and 22.1 MPa) [10]. Still, several oxidation processes for waste
water treatment in chemical industries are based on supercritical water technol-
ogy (see, e.g., [11]).

In Table 1.1, the critical properties of some compounds which are commonly
used as supercritical fluids are shown. Of these, carbon dioxide and water are
the most frequently used in a wide range of applications. The production of
polyethylene in supercritical propane is described in a loop reactor [13]. Super-
critical ethylene and propylene are also applied, where they usually act both as
a solvent and as the reacting monomer. In the field of polymer processing, the
Dow Chemical Company has developed a process in which carbon dioxide is
used to replace chlorofluorocarbon as the blowing agent in the manufacture of
polystyrene foam sheet [14, 15].
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Table 1.1 Critical conditions of several substances [12].

Solvent Tc (K) Pc (MPa) Solvent Tc (K) Pc (MPa)

Acetone 508.1 4.70 Hexafluoroethane 293.0 3.06
Ammonia 405.6 11.3 Methane 190.4 4.60
Carbon dioxide 304.1 7.38 Methanol 512.6 8.09
Cyclohexane 553.5 4.07 n-hexane 507.5 3.01
Diethyl ether 466.7 3.64 Propane 369.8 4.25
Difluoromethane 351.6 5.83 Propylene 364.9 4.60
Difluoroethane 386.7 4.50 Sulfur hexafluoride 318.7 3.76
Dimethyl ether 400.0 5.24 Tetrafluoromethane 227.6 3.74
Ethane 305.3 4.87 Toluene 591.8 41.1
Ethylene 282.4 5.04 Trifluoromethane 299.3 4.86
Ethyne 308.3 6.14 Water 647.3 22.1



The interest in CO2-based processes has strongly increased over the past de-
cades. Fig. 1.3 shows the number of papers and patents that have been pub-
lished over the years concerning polymerizations in supercritical carbon dioxide
(scCO2). In the last ten years, a substantial rise in publications can be observed,
which illustrates the increasing interest in scCO2 technology for polymer pro-
cesses.

Carbon dioxide is considered to be an interesting alternative to most tradi-
tional solvents [17, 18] because of its practical physical and chemical properties:
it is a solvent for monomers and a non-solvent for polymers, which allows for
easy separation. To a somewhat lesser extent, it can also be a sustainable source
of carbon [19]. The use of CO2 as a reactant is considered to contribute to the
solution of the depletion of fossil fuels and the sequestration of the greenhouse
gas CO2. One example in this area is the copolymerization of carbon dioxide
with oxiranes to aliphatic polycarbonates [19–22].

Since sustainability is expected to become the common denominator of all
polymer processes [23], it is important to consider this topic in relation to super-
critical fluids, and scCO2 in particular. To develop sustainable processes, process
intensification is essential. The following requirements have been defined to be
important for process intensification [24–26]:

� to match heat and mass transfer rates with the reaction rate,
� to enhance selectivity and specificity of reactions,
� to have no net consumption of auxiliary fluids,
� to achieve a high conversion of raw material,
� to improve product quality.

The present status of the sustainability of chemical processes in general has re-
cently been reviewed [27]. Although there have been remarkable gains in energy
effectiveness for the chemical industry both in Europe and the USA, it is a ne-
cessity to introduce sustainable development priorities in chemical engineering
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Fig. 1.3 Number of publica-
tions concerning polymeriza-
tion in scCO2; papers (dashed
line), patents (solid line) [16].



education in order to cope with future challenges. Moreover, new methodologies
and design tools are being developed to implement the theme of sustainability
in the conceptual process design of chemical process innovation, as illustrated
in Fig. 1.4 [28].

Closely related to sustainability is the term green chemistry, which is defined
as the utilization of a set of principles that reduces or eliminates the use or gen-
eration of hazardous substances in the design, manufacture, and applications of
chemical products [6, 29, 30]. Life-cycle assessment (LCA) has been shown to be
a useful tool to identify the more sustainable products and processes [31–33], in-
cluding an environmental assessment of organic solvents as reported by Hell-
weg et al. [34]. The LCA-comparison of four dry cleaning technologies, i.e. based
on perchloroethylene (PER), hydrocarbon (HC), wet-cleaning (H2O), and liquid
CO2 [35], including a wide range of scientifically-based and known environmen-
tal impacts, forms an interesting case study. Based on the tendencies in the re-
sults, the wet-cleaning process does not look favorable as compared to the other
three technologies (see Fig. 1.4). Various LCA studies emphasize that each spe-
cific process has to be considered individually, including analysis on energy con-
sumption, emissions, material consumption, risk potential, and toxicity poten-
tial [33]. It is impossible to discuss in general whether polymer processes based
on supercritical CO2 can be sustainable or not.

Nevertheless, it is evident that the chemical process industry has to comply
with regulatory issues and more stringent quality demands, which necessitates
focusing on green chemistry and green engineering. Therefore, there is an in-
creasing demand for innovative products and processes. In the past, polymer re-
action engineering (PRE) was strongly based on engineering sciences. Cur-
rently, the focus is changing toward an integrated, multidisciplinary approach
that is strongly driven by sustainability [36]. In the near future, a changeover
will occur from technology-based PRE toward product-inspired PRE, for which
it is expected that supercritical technology will play an important role [37].

1.3
Physical and Chemical Properties of Supercritical CO2

In 1822, Baron Cagniard de la Tour discovered the critical point of a substance
in his famous cannon barrel experiments [38]. Listening to discontinuities in
the sound of a rolling flint ball in a sealed cannon, he observed the critical tem-
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Fig. 1.4 Relative environmental impact of four
dry cleaning technologies on a system level
[35].



perature. Above this temperature, the distinction between the liquid phase and
the gas phase disappears, resulting in a single supercritical fluid phase behavior.
In 1875, Andrews discovered the critical conditions of CO2 [39]. The reported
values were a critical temperature of 304.05 K and a critical pressure of 7.40
MPa, which are in close agreement with today’s accepted values of 304.1 K and
7.38 MPa. In the early days, supercritical fluids were mainly used in extraction
and chromatography applications. A well-known example of supercritical fluid
extraction is caffeine extraction from tea and coffee [40]. Supercritical chroma-
tography was frequently used to separate polar compounds [41, 42]. Nowadays,
an increasing interest is being shown in supercritical fluid applications for reac-
tion, catalysis, polymerization, polymer processing, and polymer modification
[43]. More detailed historical overviews are given by Jessop and Leitner [12] and
by McHugh and Krukonis [40].

A supercritical fluid is defined as a substance for which the temperature and
pressure are above their critical values and which has a density close to or high-
er than its critical density [44–46]. Above the critical temperature, the vapor-liq-
uid coexistence line no longer exists. Therefore, supercritical fluids can be re-
garded as “hybrid solvents” because the properties can be tuned from liquid-like
to gas-like without crossing a phase boundary by simply changing the pressure
or the temperature. Although this definition gives the boundary values of the
supercritical state, it does not describe all the physical or thermodynamic prop-
erties. Baldyga [47] explains the supercritical state differently by stating that on
a characteristic microscale of approximately 10–100 Å, statistical clusters of aug-
mented density define the supercritical state, with a structure resembling that
of liquids, surrounded by less dense and more chaotic regions of compressed
gas. The number and dimensions of these clusters vary significantly with pres-
sure and temperature, resulting in high compressibility near the critical point.

To illustrate the “hybrid” properties of supercritical fluids, Table 1.2 gives
some characteristic values for density, viscosity, and diffusivity. The unique
properties of supercritical fluids as compared to liquids and gases provide op-
portunities for a variety of industrial processes.

In Fig. 1.5, two projections of the phase behavior of carbon dioxide are shown.
In the pressure-temperature phase diagram (Fig. 1.5 a), the boiling line is ob-
served, which separates the vapor and liquid regions and ends in the critical point.
At the critical point, the densities of the equilibrium liquid phase and the saturat-
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Table 1.2 Comparison of typical values of physical properties of gases,
supercritical fluids and liquids [48], where �, � and � stand for density,
viscosity and diffusivity, respectively.

Properties Gas Supercritical fluid Liquid

� (kg m–3) 1 100–800 1000
� (Pa s) 0.001 0.005–0.01 0.05–0.1
� (m2 s–1) 1 ·10–5 1 · 10–7 1 · 10–9



ed vapor phases become equal, resulting in the formation of a single supercritical
phase. This can be observed in the density-pressure phase diagram (Fig. 1.5 b).
The transition from the supercritical state to liquid CO2 is illustrated in Fig. 1.6.

In general, supercritical carbon dioxide can be regarded as a viable alternative
solvent for polymer processes. Besides the obviously environmental benefits,
supercritical carbon dioxide has also desirable physical and chemical properties
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Fig. 1.5 Schematic phase diagram for a pure CO2. (a) The critical point
at the critical temperature, Tcr, and the critical pressure, Pcr, marks the
end of the vapor-liquid equilibrium line and the beginning of the super-
critical fluid region. (b) Density of CO2 as a function of pressure at
different temperatures (solid lines) and at the vapor-liquid equilibrium
line (dashed line) [44, 45].

Fig. 1.6 Transition from the supercritical state to liquid CO2.
The line indicates the liquid-vapor interface.



from a process point of view. These include its relatively chemical inertness,
readily accessible critical point, excellent wetting characteristics, low viscosity,
and highly tunable solvent behavior, facilitating easy separation. The use of such
a “volatile” solvent makes the solvent removal step relatively easy. In principle,
this allows for a closed-loop polymer process, in which the components like cat-
alyst and monomers can be recycled. Fig. 1.7 schematically illustrates the effi-
ciency of a CO2-based polymerization as compared to a conventional process
shown in Fig. 1.1.

Moreover, supercritical carbon dioxide is a non-toxic and non-flammable sol-
vent with a low viscosity and high diffusion rate and no surface tension. A
drawback of CO2, however, is that only volatile or relatively non-polar com-
pounds are soluble, as CO2 is non-polar and has low polarizability and a low di-
electric constant, as discussed in Section 1.4.

1.4
Interactions of Carbon Dioxide with Polymers and Monomers

For application of supercritical CO2 as a medium in polymer processes, it is im-
portant to consider its interactions with polymers and monomers. In general,
the thermodynamic properties of pure substances and mixtures of molecules
are determined by intermolecular forces acting between the molecules or poly-
mer segments. By examining these potentials between molecules in a mixture,
insight into the solution behavior of the mixture can be obtained. The most
commonly occurring interactions are dispersion, dipole-dipole, dipole-quadru-
pole, and quadrupole-quadrupole (Fig. 1.8).

For small molecules, the contribution of each interaction to the intermolecu-
lar potential energy �ij (r,T) is given by the polarizability �, the dipole moment
�, the quadruple moment Q, and in some cases specific interactions such as
complex formation or hydrogen bonding [49]. The interactions work over differ-
ent distances, with the longest range for dispersion and dipole interactions.
Note that the dispersion interaction depends on the polarizability only and not
on the temperature. Consequently, an increased polarizability of the supercriti-
cal solvent is expected to decrease the pressures needed to dissolve a nonpolar
solute or polymer. Furthermore, at elevated temperatures, the configurational
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Fig. 1.7 Schematic view of a catalytic polymerization based on CO2

technology, in which the catalyst and monomers can be recycled
in a closed-loop process.



alignment of directional interactions as dipoles or quadrupoles is disrupted by
the thermal energy, leading to a nonpolar behavior. Hence, it may be possible to
dissolve a nonpolar solute or a polymer in a polar supercritical fluid. However,
to obtain sufficient density for dissolving the solutes at these elevated tempera-
tures, substantially higher pressures need to be applied. Additionally, specific in-
teractions such as complex formation and hydrogen bonding can increase the
solvent strength of the supercritical fluid. These interactions are also highly
temperature sensitive.

The solvent strength of carbon dioxide for solutes is dominated by low polar-
izability and a strong quadrupole moment (Table 1.3). Consequently, carbon di-
oxide is difficult to compare to conventional solvents because of this ambivalent
character. With its low polarizability and nonpolarity, carbon dioxide is similar
to perfluoromethane, perfluoroethane, and methane.

In general, carbon dioxide is a reasonable solvent for small molecules, both
polar and nonpolar. With the exception of water, for many compounds, includ-
ing most common monomers, complete miscibility can be obtained at elevated
pressures. However, the critical point of the mixture, i.e. the lowest pressure at
a given temperature where CO2 is still completely miscible, rises sharply with
increasing molecule size. Consequently, most larger components and polymers
exhibit very limited solubility in carbon dioxide. Polymers that do exhibit high
solubility in carbon dioxide are typically characterized by a flexible backbone
and high free volume (hence a low glass transition temperature Tg), weak inter-
actions between the polymer segments, and a weakly basic interaction site such
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Fig. 1.8 Charge distributions for various molecular interactions.

Table 1.3 Physical properties of various solvents [48–50], where � is the
polarizability, � is the dipole moment and Q is the quadrupole moment.

Solvent � · 1025 (cm3) � (D) Q�1026 (erg1/2cm5/2)

Methane 26 0.0
Ethane 45.0 0.0 –0.7
Ethyne 33.3 0.0 +3.0
Hexafluoroethane 47.6 0.0 –0.7
Carbon dioxide 27.6 0.0 –4.3
n-hexane 118.3 0.0
Methanol 32.3 1.7
Acetone 63.3 2.9



as a carbonyl group [51–54]. Carbon dioxide-soluble polymers incorporating
these characteristics include, e.g., polyalkene oxides, perfluorinated polypropy-
lene oxide, polymethyl acrylate, polyvinyl acetate, polyalkyl siloxanes, and poly-
ether carbonate (Fig. 1.9).

Although the solubility of polymers in CO2 is typically very low, the solubility of
carbon dioxide in many polymers is substantial. The sorption of carbon dioxide by
the polymers and the resulting swelling of the polymer influence the mechanical
and physical properties of the polymer. The most important effect is plasticization,
i.e. the reduction of the Tg of glassy polymers. The plasticization effect, character-
ized by increased segmental and chain mobility as well as an increase in inter-
chain distance, is largely determined by polymer-solvent interactions and solvent
size [55]. The molecular weight of the polymer is of little influence on the swelling
once the entanglement molecular weight has been exceeded.

The interaction of CO2 and polymers can be divided into three application
areas: processing of swollen or dissolved polymers and applications where car-
bon dioxide does not interact with the polymer. An extensive review on polymer
processing using supercritical fluids has been written by Kazarian [55], includ-
ing possible applications based on the specific interaction of CO2 and the poly-
mer system involved.

Obviously, the sorption and swelling of polymers by CO2 are crucial effects in
designing polymer processes based on high-pressure technology, because impor-
tant properties such as diffusivity, viscosity, glass transition, melting point, com-
pressibility, and expansion will change. The plasticization effect of CO2 facili-
tates mass transfer properties of solutes into and out of the polymer phase,
which leads to many applications: increased monomer diffusion for polymer
synthesis, enhanced diffusion of small components in polymers for impregna-
tion and extraction purposes, polymer fractionation, and polymer extrusion.
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Fig. 1.9 Polymeric structures soluble in scCO2. (a) Perfluoropoly(propylene
oxide), (b) polydimethylsiloxane, (c) poly(ethylene, propylene and butylene
oxide), (d) polyvinylacetate, (e) poly(ether carbonate).



Another important requirement for the development of new polymer processes
based on scCO2 is knowledge about the phase behavior of the mixture involved,
which enables the process variables to be tuned properly to achieve maximum pro-
cess efficiency. Determining parameters in the phase behavior of a system are the
solvent quality, the molecular weight, chain branching, and chemical architecture
of the polymer, as well as the effect of endgroups and the addition of a cosolvent or
an antisolvent. An overview of the available literature on the phase behavior of
polymers in supercritical fluids has been published by Kirby and McHugh [50].
In addition, the possibilities of carbon dioxide as a medium for polymerization re-
actions and polymer processing have been reviewed [56–60].

1.5
Concluding Remarks and Outlook

A steady stream of emerging technologies has brought carbon dioxide all the
way from a potential alternative solvent in the early 1970s to its use in industry
[61]. The most promising applications of supercritical fluids are those in which
their unusual properties can be exploited for manufacturing products with char-
acteristics and specifications that are difficult to obtain by other processes.

Although there have been many interesting developments over the past twenty
years, technical issues sometimes seem to hinder the progress of certain new pro-
cesses toward commercialization [37, 62]. Applying carbon dioxide as a clean sol-
vent in polymer processes is not the simplest route, because it involves, amongst
others complications, high-pressure equipment, complex phase behavior, new
measurement techniques, and the development of novel process concepts rather
than extending conventional technologies. The development trajectory (see
Fig. 1.10) from the concept idea via the laboratory bench and pilot scale to indus-
trial implementation is often long. Currently, there exists a lack of facilities be-
tween laboratory scale research (5–500 mL) and the industrial scale application,
mainly caused by the absence of pilot scale facilities. To break down the bound-
aries between the academic approach and industrial practice, close collaboration
between industrial R & D, research institutes, and universities is essential to re-
duce costs, to exploit existing know-how and experimental facilities, and to reduce
the development time. Bearing in mind the economics of an emerging technology
as compared to long existing processes, it is a challenge to implement new process
concepts at reasonable costs. For these reasons, the number of large-scale indus-
trial polymer processes based on supercritical fluids will be limited in the short
term. However, stimulation from government and research consortia should con-
tribute substantially to the progress of development.

Several process design calculations [64, 65] have shown that polymer pro-
cesses based on scCO2 technology can be economically feasible, depending on
the value of the product and the process conditions. Moreover, further develop-
ments will reduce costs of supercritical application substantially. It is expected
that the major application of supercritical carbon dioxide will first be in the food
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and pharmaceuticals industry because of additional marketing advantages, such
as the GRAS (generally regarded as safe) status. However, the fact that DuPont
is commercializing the production of fluoropolymers in scCO2 [66] illustrates
the application possibility of supercritical fluid technology in polymer processes
also. In addition, the long-existing ldPE tubular process (ca. 250 MPa, 600 K)
proves that a high-pressure polymerization process performed on a large scale
can survive in a highly competitive field.

Nevertheless, the progress made in research today will enable the develop-
ment of sustainable industrial polymer processes for the future. For this reason,
the various subjects in this book have been addressed from an engineering
point of view. The book is divided into three parts: an overview of polymer fun-
damentals, polymerization reactions, and polymer processing in supercritical
carbon dioxide. It covers topics in a multidisciplinary approach starting in Part I
with thermodynamics (Chapter 2), mass and heat transfer (Chapter 3), polymer-
ization kinetics (Chapter 4), and monitoring (Chapter 5). In Part II, different
types of polymerization processes (Chapters 6 to 9) will be discussed, and Part
III describes the possibilities for polymer post-processing (Chapters 10 and 11),
including reactive extrusion (Chapter 12), end group modification (Chapter 13),
and residual monomer removal (Chapter 14).

Notation

Pc critical pressure [MPa]
Q quadrupole moment [erg1/2 cm5/2]
Tc critical temperature [K]
Tg glass transition temperature [K]
� polarizability [cm3]
�ij potential energy [J]
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Fig. 1.10 Development trajectory of an emerging technology [63].



� dipole moment [D]
� density [kg m–3]
� diffusivity [m2 s–1]
� viscosity [Pa s]
� surface tension [N m–1]
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Gabriele Sadowski

2.1
Introduction

The investigation of phase behavior in polymer/supercritical fluid systems started
with the development of the high-pressure polyethylene process, where LDPE has
to be dissolved in supercritical ethylene. However, only in the last few decades has
the phase behavior of polymers in other supercritical solvents, in particular carbon
dioxide, attracted increasing research interest. The major reason is that most poly-
mers are soluble in supercritical gases to only a very limited extent unless tremen-
dous pressures are applied. Thus, even today the vision of using the unique sol-
vent properties of supercritical fluids at moderate conditions in polymer proces-
sing still remains a challenge for polymer chemists and engineers.

Meanwhile, thermodynamics can provide a powerful tool for understanding
the underlying phenomena and can thus help to develop a firm basis for the
successful purification and application of supercritical solvents as polymer reac-
tion media, as well as for the modification of the mechanical properties and
morphology of polymers.

2.2
General Phase Behavior in Polymer/Solvent Systems

Polymers very often show only limited solubility in liquid or supercritical sol-
vents. Moreover, solubility is not only a function of temperature, pressure, and
concentration. For polymer systems, it also depends on the molecular weight
and the molecular-weight distribution of the polymer. In the case of copolymers,
it is moreover a function of the comonomer composition in the backbone.
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Fig. 2.1a and b shows the phase behavior of a polymer/solvent system. At low
temperatures, this typically demixes into two liquid phases (LL): one very dilute
solvent-rich phase and the other a more concentrated polymer-rich phase.

In this region, increasing temperature leads to improved miscibility. Above the
critical temperature (Upper Critical Solution Temperature; UCST) the system is at
first completely miscible and forms a homogeneous liquid solution (L). However,
polymer/solvent systems typically show a second region of liquid-liquid demixing
at high temperatures. The reason is the so-called free-volume effect: at high tem-
peratures, especially when approaching the critical temperature of the solvent,
large differences in the thermal expansion of the polymer and the solvent are ob-
served. Therefore, the density (reverse of “free volume”) of the solvent decreases
much more than that of the polymer. This leads to a separation of polymer and
solvent molecules from each other and thereby reduces the solvent power. This
effect becomes even more pronounced for increasing temperatures and thus leads
to a demixing region that shows a Lower Critical Solution Temperature (LCST).
Although some polymer/solvent mixtures do not show UCST behavior, the LCST
demixing does typically occur in polymer/solvent systems because of the large dif-
ferences in the thermal expansion coefficients.

Moreover, polymer solubility is strongly affected by the polymer molecular
weight (Fig. 2.1a). It is well known that, irrespective of the chemical structure,
polymers of high molecular weight show much lower solubilities than those of
lower molecular weight or oligomers. However, this effect decreases with in-
creasing molecular weight and tends to vanish for polymers of molecular
weight higher than about 100 kg/mol.

For polydisperse polymers, the solubility of a polymer is not only a function of
the average molecular weight but also of the polydispersity. A polymer having a
very broad molecular-weight distribution behaves qualitatively like a mixture of
short and long polymer molecules. Whereas the longer molecules dissolve only
very little, the shorter ones can act as co-solvents and thus enhance the solubility
of the longer ones. Moreover, the phase equilibrium curves are no longer binodals
(as in Fig. 2.1) but split into a cloud point curve, a shadow curve, and an infinite
number of coexistence curves (for further details see, e.g., [1, 2]). Therefore, for
polydisperse polymers (e.g., Mw/Mn > 5) the molecular-weight distribution of
the polymer has also to be explicitly considered in the modeling (see, e.g., [3, 4]).

The influence of pressure on demixing is illustrated in Fig. 2.1 b. As expected for
incompressible liquids, the UCST demixing is only very slightly influenced by
pressure. However, the LCST demixing shows a much more pronounced pressure
dependence. Here, the system pressure has a direct impact on the free-volume dif-
ference of solvent and polymer, which causes the demixing behavior in this re-
gion. Thus, in most cases, the polymer solubility can be improved by increasing
the pressure in the system. This applies naturally in particular to systems with
high differences in free volume, i.e. to mixtures where the system temperature
is close to or even above the critical temperature of the solvent.

At that point it becomes obvious that from thermodynamic point of view
there is no qualitative difference between the so-called “normal” (liquid) solvents
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on the one hand and supercritical solvents, like carbon dioxide, on the other. In
both cases, the solvent power is determined by the chemical nature and struc-
ture (implying enthalpic and entropic contributions) and by density (free-vol-
ume contribution).

The similarity of the phase behavior in liquids and supercritical solvents also
becomes very evident from the p,T projection, which is often used for polymer/
solvent systems.

Fig. 2.2 shows a typical p,T projection of a polymer/solvent system, where the
solid lines for a given polymer concentration denote the transition from a
homogeneous solution (L) to a demixed system (LL) and to a vapor-liquid sys-
tem (VL), respectively.

The UCST branch depends only slightly on pressure and has a (mostly) negative
slope. The LCST branch, which is much more pressure dependent, passes
through a maximum and finally disembogues at the hypothetical critical point
of the polymer. With increasing differences in chemical nature and size of poly-
mer and solvent, the homogeneous region L becomes smaller and is shifted to
higher pressures. Finally, UCST and LCST curves merge to give the so-called U-
LCST behavior, which is typical for polymer/supercritical solvent mixtures. The ex-
perimentally accessible range of such a phase diagram depends on the particular
temperature and pressure conditions for the system of interest. Typical windows
for liquid systems as well as for supercritical solvents are marked in Fig. 2.2.

Fig. 2.3 gives examples of p,T projections for the systems polyethylene/ethyl-
ene (Fig. 2.3a) and poly(butyl methacrylate)/carbon dioxide (Fig. 2.3b).

In both cases, the cloud point curves were measured for different molecular
weights of the polymers. In analogy to liquid solvents (Fig. 2.1a), shorter poly-
mer molecules have better solubility in supercritical gases, such as ethylene and
carbon dioxide, than larger ones, and thus dissolve at lower pressures.
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Fig. 2.1 Phase behavior of polymer-solvent systems as function
of temperature and concentration: (a) influence of polymer molecular
weight, (b) influence of pressure.
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Fig. 2.2 Phase behavior of polymer-solvent systems as function
of temperature and pressure. The lines indicate the two-phase
boundaries at constant polymer concentration. Solid line is for normal
solvents, dashed line indicates the behavior in supercritical fluids (SCF).

Fig. 2.3 Impact of the molecular weight on
polymer solubility. Arrows indicate increasing
molecular weight of the polymer:
(a) Polyethylene in supercritical ethylene.
Symbols are experimental cloud point data:
open squares 129 kg/mol, filled diamonds
58.3 kg/mol, open triangles 45.3 kg/mol,

filled circles 30 kg/mol, open circles 19.3 kg/
mol. Lines are predicted using the PC-SAFT
model [5]. (b) Poly(butyl methacrylate) in
supercritical carbon dioxide. Symbols are ex-
perimental cloud point data: open squares
320 kg/mol, filled squares 100 kg/mol [1].

a) b)



2.3
Polymer Solubility in CO2

As can be seen from Fig. 2.3, very high pressures are often needed to dissolve
polymers in supercritical CO2. This can partly be understood from the tremen-
dous free-volume differences of polymer and CO2 at low pressures and high
temperatures, or, in other words, at low densities of CO2. At high pressures, the
CO2 density is increased considerably, leading to an increase in solvent power.
Secondly, as mentioned above, the mutual solubility is a question of intermolec-
ular interactions, here in particular of the polymer and the CO2. CO2 does have
a remarkable quadrupole moment, which substantially determines its solvent
properties. Therefore, it can favorably interact with polar molecules but is, on
the other hand, only a weak solvent for nonpolar polymers. Thus, CO2 does not
dissolve polyolefins particularly well unless their molecular weight is extremely
low [6–8].

Much research has been done to determine how the solubility of polymers in
CO2 can be improved. One obvious way is to increase the polarity of the poly-
mer (see, e.g., [6, 9–17]).

Rindfleisch et al. [6] determined the solubility of different poly(acrylates) in
CO2 (Fig. 2.4). With decreasing length of monomer units, from octadecyl acry-
late to ethyl acrylate, their polarity increases. The dipole-quadrupole interactions
between these groups and CO2 promote the mutual solubility, which leads to a
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Fig. 2.4 Impact of monomer polarity on the solubility of various
poly(acrylates). The arrow indicates increasing polarity of the acrylate
group. Filled circles: poly(ethyl acrylate)(PEA), open triangles:
poly(butyl acrylate)(PBA), filled diamonds: poly(ethyl hexyl acrylate)
(PEHA), open squares: poly(octadecyl acrylate)(PODA). Experimental
data from [6].



growth of the homogeneous region by shifting the cloud point curves to lower
temperatures. However, in all cases, extremely high pressures are needed to dis-
solve the polymers.

Another possibility to increase the polarity of a polymer is the incorporation
of polar units into the polymer backbone via the synthesis of copolymers.
Fig. 2.5 shows the CO2 solubility of poly(ethylene-co-methyl acrylate)s with vary-
ing amounts of the methyl acrylate monomers in the copolymer molecules. As
the methyl acrylate content increases, the favorable dipole-quadrupole interac-
tions between the methyl acrylate units and the CO2 lead to enhanced solubility
and shift the cloud point curves to lower temperatures and pressures.

However, the influence of polar comonomer units on polymer solubility is in
general neither linear nor necessarily monotonic. Fig. 2.6 a shows the ethylene
solubility of poly(ethylene-co-methyl acrylate) copolymers for different amounts
of the methyl acrylate monomer in the copolymer from 0 mol% (corresponds to
LDPE) to 44 mol%. For small amounts of the methyl acrylate monomer, favor-
able interactions of the methyl acrylate units of the copolymer with the quadru-
pole moment of the ethylene enhance the solubility of the copolymer. Here, the
copolymers first show a decreasing cloud point pressure. However, upon further
increase of the methyl acrylate contents (above 13 mol%), the importance of the
polar intermolecular interactions between the different methyl acrylate units of
the copolymer molecules becomes dominant, leading to decreasing solubility.
However, for the similar system poly(ethylene-co-propyl acrylate), very different
behavior is observed. Here, the solubility of the copolymer increases with in-
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Fig. 2.5 Impact of the copolymer composition on the solubility
of ethylene/methylacrylate-copolymers (EMA) in supercritical carbon
dioxide. Subscripts indicate the amount of methylacrylate monomers
in the copolymer in mol%. Experimental data from [6].



creasing amounts of the acrylate monomers in the backbone over the whole
range of copolymer compositions (Fig. 2.6b). However, as observed in general,
in this case also the copolymer solubility is a strongly non-linear function of the
comonomer contents.

Finally, co-solvents are often used to enhance the polymer solubility in CO2

(see numerous examples in Table 2.1). These are usually organic liquids that are
completely soluble in CO2 at moderate pressures and are also good solvents for
the polymers considered. Adding a co-solvent can considerably decrease the
pressures that are needed to dissolve a polymer in CO2. However, it also means
that this component has to be removed (laboriously) later in the process. There-
fore, systems which, for different reasons, already contain volatile substances
other than CO2, e.g., as reactants or as comonomers, are of particular interest
(see, e.g., [19–22]).

Conversely, because of its weak solvent properties, CO2 can be considered as
an antisolvent for polymer/solvent separations and polymer precipitations (see,
e.g., [23–26]). Adding CO2 to an initially homogeneous polymer solution usually
reduces the overall solvent power and therewith causes a demixing into two liq-
uid phases. Fig. 2.7 illustrates this phase behavior for the solubility of polypro-
pylene in pentane. With increasing amounts of CO2 in the system, the LCST
demixing of the polypropylene/pentane solution is shifted to lower tempera-
tures. At the same time, higher pressures are needed to keep the CO2 dissolved
in the liquid, and thus the cloud point pressures rise with increasing amounts
of CO2.
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Fig. 2.6 Impact of the copolymer composi-
tion on the solubility in supercritical ethyl-
ene. Arrows indicate an increasing amount
of the acrylate comonomer(s) in the polymer
backbone. Symbols are experimental data.
Lines are modeling results with the PC-SAFT

model [18]. (a) Ethylene/methylacrylate-
copolymers (EMA). Subscripts indicate the
amount of methylacrylate monomers in
the copolymer in mol% (LDPE= EMA00).
(b) Ethylene/propylacrylate-copolymers (EPA)
(LDPE= EPA00, PA= EPA100).



Fig. 2.8 summarizes the impact of various polymer properties on the solubili-
ty in CO2 and in supercritical solvents in general. Whereas an increase in mo-
lecular weight always causes a decrease in solubility and thereby leads to a
shrinking of the homogeneous region (L), increasing branching and polydisper-
sity of the polymer have a converse effect. Increasing polarity of the polymer
mostly leads to improved solubility in CO2 and ethylene. However, as indicated
in Fig. 2.6, depending on the particular system, it might also have the opposite
effect. Finally, for a given polymer/solvent system, the solubility can be signifi-
cantly improved by adding a (liquid) cosolvent.

Much work has been done – especially during the last decade – on the mea-
surement of polymer solubilities in CO2, with the particular aim of influencing
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Fig. 2.7 The influence of added carbon dioxide on the solubility of
polypropylene in pentane. Numbers indicate the wt% of carbon dioxide
in the ternary system. Symbols are experimental data from [24].
Lines are modeling results using the PC-SAFT model [27].

Fig. 2.8 Qualitative impact of
various system properties on the
(co)polymer solubility in carbon
dioxide. The arrows indicate an
increase of the corresponding
property. The length of an arrow
corresponds qualitatively with the
strength of the property influence.



2.3 Polymer Solubility in CO2 23

Table 2.1 Selected experimental data for co(polymer) solubilities
in carbon dioxide (+ co-solvents).

Polymer M
(kg/mol)

Pressure
range
(MPa)

Temperature
range
(K)

Co-solvent Reference

Poly(olefine)s
Poly(ethylene) 420 20–80 380–480 Butane [28]
Poly(ethylene) 125 0–23 383–503 n-Heptane [26]
Poly(propylene) 50 5–32 400–450 Pentane [24]
Poly(ethylene-
co-propylene)

120 172–370 313–343 Ethylene [29]

Poly(ethylene-
co-propylene)

145 8–12 388–403 Hydrocarbon
mixture

[30]

Poly(isobutylene) 0.2, 1 0–200 323–573 [7]
Poly(isobutylene) 1 0–200 323–573 [8]
Poly(isobutylene) 1000 0–25 323–493 n-Heptane [26]
Poly(butadiene) 420 0–20 293–353 Tetrahydro-

furane
[31]

Poly(butadiene) 5 0–20 293–353 Toluene [31]
Poly(butadiene) 420 0–20

0–24
353–473
323–473

Cyclohexane
Toluene

[26]

Poly(styrene)
Polystyrene 235 0–14 293–353 Toluene [31]
Polystyrene 235 0–14 293–353 Tetrahydro-

furane
[31]

Polystyrene 40–160 0–16 413–513 Cyclohexane [23]

Poly([meth]acrylic)s
Poly(methyl acrylate) 31 170–220 293–473 [6]
Poly(methyl acrylate) 1.4 –31 65–100 298–323 [51]
Poly(ethyl acrylate) 119 120–300 323–573 [6]
Poly(propyl acrylate) 140 120–150 373–353 [6]
Poly(butyl acrylate) 62 100–300 353–473 [6]
Poly(butyl acrylate) 62 50–120 300–573 Butyl acrylate [19]
Poly(hexyl acrylate) 90 42–255 317–428 Hexyl acrylate [22]
Poly(ethyl hexyl
acrylate)

113 110–300 423–493 [6]

Poly(ethyl hexyl
acrylate)

113 30–120 300–483 Ethyl hexyl
acrylate

[19]

Poly(octadecyl
acrylate)

23 100–260 483–533 [6]

Poly(octadecyl
acrylate)

93 31–210 309–467 Octadecyl
acrylate

[21]

Poly(methyl
methacrylate)

120 0–20 293–373 Tetrahydro-
furane

[31]

Poly(methyl
methacrylate)

120 0–20 293–373 Toluene [31]
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Table 2.1 (continued)

Polymer M
(kg/mol)

Pressure
range
(MPa)

Temperature
range
(K)

Co-solvent Reference

Poly(methyl
methacrylate)

93 0–250 299–443 Methyl
methacrylate

[20]

Poly(methyl
methacrylate)

540 18 313 Acetone,
ethanol,
methylene
chloride

[32]

Poly(ethyl
methacrylate)

340 25–120 315–473 Ethyl
methacrylate

[33]

Poly(butyl
methacrylate)

320 6–202 313–485 Butyl
methacrylate

[33]

Poly(hexyl
methacrylate)

230 130–200 413–493 [15]

Poly(hexyl
methacrylate)

400 50–220 334–473 Hexyl
methacrylate

[22]

Poly(octyl
methacrylate)

163 120–200 453–523 [15]

Poly(decyl
methacrylate)

157 150–200 493–523 [15]

Poly(ethylene-
co-methylacrylate)s

96–185 150–280 353–553 [6]

Poly(vinyl ester)s
Poly(vinyl acetate) 125 50–100 303–423 [6]
Poly(vinyl acetate) 1–585 60–125 290–480 [51]

Poly(carbonate)s
Poly(cyclohexene
carbonate)

12–54 120–350 373–460 Cyclohexene
oxide

[81]

Poly(ether)s
Poly(propylene oxide) 2–3.5 90–135 323–343 [51]
Poly(ethylene glycol) 1–7.5 16 313 Ethanol [34]
Poly(ethylene glycol) 7.5 16 313 Ethanol,

toluene
[35]

Poly(ethylene glycol) 0.4 19–32 295 [36]
Poly(ethylene glycol)-
diol

0.2–0.6 13–33 295 [36]

Poly(ethylene glycol)-
mono-methylether

0.3–1 9–42 295 [36]

Poly(ethylene glycol)-
di-methylether

�0.6 13–26 295 [36]

Poly(ethylene glycol-
co-propylene glycol)

1, 1.7 15–45 295 [36]

Poly(propylene glycol) 0.4 9–13 295 [36]
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Table 2.1 (continued)

Polymer M
(kg/mol)

Pressure
range
(MPa)

Temperature
range
(K)

Co-solvent Reference

Poly(propylene
glycol)diol

0.4–2 6–25 295 [36]

Poly(propylene
glycol)mono-
methylether

1, 1.2 10–26 295 [36]

Poly(propylene
glycol)mono-
butyl ether

1 10–18 295–343 [36]

Poly(ethyl vinyl ether) 3.8 0–20 293–353 Toluene [36]
Poly(ethyl vinyl ether) 1.5 28–36 295 [36]
Poly(ether-carbonate)
copolymers

250 RU * 12–14 295 [13]

Poly(lactide)s
Poly(lactide) 84–128 130–145 305–365 [37]
Poly(l-lactide) 2–100 0.5–76 318–373 Dichloro-

methane
[38]

Poly(l-lactide) 2, 50, 100 3.6–71 303–373 Chlorodifluoro-
methane

[39]

Poly(l-lactide) 2 3.6–71 305–393 Chlorodifluoro-
methane

[40]

Poly(d,l-lactide) 30 2.5–72.5 303–373 Dimethyl ether [41]
Poly(lactide-co-
glycolide)

69–149 140–300 300–373 [37]

Poly(siloxane)s
Poly(dimethyl-
siloxane)

39–369 26–60 300–460 [52]

Poly(dimethyl-
siloxane)

39, 94 28–52 323–424 [42]

Poly(dimethyl-
siloxane)

2–486 15–75 298–373 [43]

Poly(dimethyl-
siloxane-�-propyl-
acetate)

25 RU* 13.8–32.4 295 [10]

Poly(dimethylsiloxane)
(hexyl functionalized)

25 RU* 13.8–32.4 295 [10]

Poly(dimethyl-
siloxane)s
(functionalized)

25 RU* 10–42 295 [17]

Poly(methylpropenoxy
alkyl siloxane)

12 120–180 463–513 [15]

Poly(methylpropenoxy
perfluoro alkyl
siloxane)s

14.6, 17.7 10–40 298–383 [15]
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Table 2.1 (continued)

Polymer M
(kg/mol)

Pressure
range
(MPa)

Temperature
range
(K)

Co-solvent Reference

Fluoropolymers
Teflon af �400 50–100 323–453 [6]
Poly(vinyl fluoride) 125 0–220 398–523 Acetone,

dimethyl ether,
ethanol

[11]

Poly(vinylidene
fluoride)

200 0–170 363–503 Acetone,
dimethyl ether,
ethanol

[11]

Poly(vinylidene
fluoride-co-
hexafluoro
propylene)

85 50–230 0–503 [12]

Poly(vinylidene
fluoride-co-
hexafluoro
propylene)

85 40–90 273–503 [44]

Poly(vinylidene
fluoride-co-
hexafluoro
propylene)

85, 210 70–300 373–523 [6]

Poly(vinylidene
fluoride-co-
hexafluoro
propylene)

210 100–300 458–518 [45]

Poly(tetrafluoroethy-
lene-co-hexafluoro
propylene)

190, 210 100–300 443–518 [46]

Fluorinated poly-
(butadiene)

31–222 120–280 353–433 [14]

Fluorinated poly-
(isoprene)

28–49 100–300 333–513 [14]

Poly(dihydroperfluoro
octyl acrylate)

1200 14–27.5 303–353 [9]

Poly(dihydroperfluoro
octyl acrylate)

1000 10–35 303–353 [47]

Poly(tetrahydro-
perfluoro hexyl
methacrylate)

200 30–60 313–403 [15]

Poly(tetrahydro-
perfluoro octyl
methacrylate)

292 30–50 203–403 [15]

Poly(tetrahydro
perfluoro decyl
acrylate)

– 5–27 283–507 [48]



and improving these solubilities. Table 2.1 is a summary of experimental stud-
ies to be found in the literature.

2.4
Thermodynamic Modeling

Thermodynamic modeling of the above-mentioned phase diagrams requires a
model that is able to account for the polymer chain-like structure, the polymer/
solvent interactions, and the influence of pressure on the phase behavior.
Whereas the first two issues can be at least qualitatively covered by using a lat-
tice theory of the well-known Flory-Huggins type, such an approach is in gener-
al not able to describe the influence of pressure. Fulfillment of the third re-
quirement requires a thermodynamic equation of state. Such a model naturally
accounts for density effects in a system.

There exist several approaches for the development of equations of state for
polymer systems. A possibility considered at an early stage was to extend the
Flory-Huggins theory by introducing holes into the lattice. Here, the number of
holes in the lattice is a measure of the system density. Equations of state based
on this idea are, for example, the Lattice-Fluid Theory (often called the Sanchez-
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Table 2.1 (continued)

Polymer M
(kg/mol)

Pressure
range
(MPa)

Temperature
range
(K)

Co-solvent Reference

Poly(tetrahydro-
perfluoro decyl
methacrylate)

196 30–50 203–403 [15]

Poly(perfluoro-
monoitaconates)

�150 14–54 293–352 [16]

Poly(perfluoro-
diitaconates)

�150 8–40 293–424 [16]

Poly(perfluoro
propylene oxide)

175 RU a) 16–20 295 [13]

Hyperbranched polymers
Hyperbranched
poly(ester)

2, 5 1–17 332–370 Water, ethanol [49]

Terpolymers
Poly(styrene-co-
methyl methyacry-
late-co-glycidyl
methacrylate)

4–5 4–80 310–393 Acetone [50]

a) RU Repeat Units



Lacombe model) [53] and the Mean-Field Lattice-Gas theory [54]. These two
approaches were also successfully applied to polymer/carbon dioxide systems
(see, e.g., [24, 28, 45, 52, 55, 56]). However, to achieve a quantitative description,
a large set of parameters, most of them temperature dependent, has to be deter-
mined.

An alternative and very successful approach, which was pursued particularly
over the last two decades, is the application of perturbation theories. The main
assumption here is that the residual (difference from the ideal-gas state) part of
the Helmholtz energy of a system Ares (and hence also the system pressure)
can be written as sum of different terms. The main contribution is described by
the Helmholtz energy of a chosen reference system Aref. Contributions to the
Helmholtz energy which are not covered by the reference system are considered
as perturbations and are described by Apert.

Ares � A � Aid � Aref � Apert �1�

p � pref � ppert �2�

An appropriate reference system (at least for solvent molecules) is the hard-
sphere (hs) system. Hard spheres are assumed to be spheres of a fixed diameter
and not to have any attractive interactions. Such a reference system covers the
repulsive interactions of the molecules, which are considered to mainly contrib-
ute to the thermodynamic properties. Moreover, for hard-sphere systems, analyt-
ical expressions for Aref = Ahs and pref = phs are available (e.g., [57]).

Deviations of real molecules from the reference system may occur, e.g., due
to attractive interactions (dispersion), non-spherical shape of the molecules
(chain formation), and specific interactions (hydrogen bonding, dipole-dipole in-
teractions). These contributions can be accounted for by using different pertur-
bation terms. Depending on what kinds of perturbation are considered and
which expressions are used for their description, different models based on per-
turbation theories have been developed in the literature.

The best-known model of this kind is the Statistical Associated Fluid Theory
(SAFT) model [58–61]. Here, a non-spherical molecule (solvent or polymer) is
assumed to be a chain of identical spherical segments. Starting from a refer-
ence system of m hard spheres (Ahs), this model considers three perturbation
contributions, which are assumed to effect independently: attractive interactions
of the (non-bonded) segments (Adisp), hard-sphere chain formation (Achain), and
association (Aassoc):

Ares � mAhs � mAdisp � Achain � Aassoc �3�

The Carnahan-Starling formulation is used for Ahs and the segment-segment
dispersion Adisp is described using a fourth-order perturbation term [62]; the
contribution of chain formation as well as the association term is accounted for
based on the work of Wertheim [63].
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Subsequently, various perturbation theories were developed which are also
based on Eq. (3) but differ in the use of specific expressions for the different
types of perturbations. Examples are the Perturbed Hard-Sphere-Chain Theory
(PHSC) [64], as well as the models proposed by Chang and Sandler [65], Gil-
Villegas et al. [66], and Hino and Prausnitz [67].

Most of the perturbation theories require three pure-component parameters,
which are physically meaningful: the number of segments (which is propor-
tional to the molecular weight of a polymer), the size of the segments, and the
energy related to the interaction of two segments. To describe a binary system,
an additional binary parameter (kij) is used, which corrects for the deviations of
solvent-polymer segment interactions from the geometric mean of those of the
pure components. Applications of SAFT to various polymer/carbon dioxide sys-
tems can be found in the literature [7–9, 27, 29, 68, 69].

Although the above-mentioned perturbation theories account for the forma-
tion of chains in the repulsive contribution, the dispersion is still considered as
resulting from the attraction of unbonded chain segments. This assumption is
especially not justified in the case of polymer molecules where the segments do
not interact independently but are influenced by the neighboring segments of
the same molecule. Several attempts have been made to overcome this deficien-
cy. Various models were suggested which use the square-well sphere (see, e.g.,
[66, 70, 71]) or the Lennard-Jones sphere (see, e.g., [71–74]) rather than the hard
sphere as the reference to modify the chain contribution Achain. However, the
expressions finally obtained are lengthy, and thus these models were rarely used
for engineering applications.

The recently proposed Perturbed-Chain SAFT (PC-SAFT) model [75, 76]
adopts the opposite idea: here, a perturbation theory of second order is applied
to the reference system of hard chains instead of hard spheres to develop a dis-
persion term Adisp for chain-like molecules:

Ares � mAhs � Achain � Adisp�m� � Aassoc �4�

This contribution now considers the attraction of chain molecules instead of
that of unbonded segments and therefore becomes not only a function of re-
duced density � but also of chain length m:

Adisp�m�
NkT

� �2�� � m2 �3 �

kT

� �
I1�m� �� � ��m kT

��

�p

� �hc

m2 �3 �

kT

� �2
I2�m� ��

�5�
where I1(m, �) and I2(m, �) are given by

I1���m� �
�6

i�0

ai�m� � �i and I2���m� �
�6

i�0

bi�m� � �i �6�
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with

ai�m� � a0i � m � 1
m

a1i � m � 1
m

m � 2
m

a2i �

bi�m� � b0i � m � 1
m

b1i � m � 1
m

m � 2
m

b2i �7�

The values of the aki and bki were determined from pure-component data of the
n-alkane homologeous series and remain constant for all substances. Thus, the
equation of state still requires three pure-component parameters just as much
as the models mentioned earlier. However, from the physical point of view, the
hard-chain system is a much better reference for a chain-like molecule than the
hard-sphere system. Thus, the description of non-spherical molecules and in
particular of polymer systems could be improved considerably.

For illustration, Fig. 2.9 a and b give two examples which compare the results
obtained by the original SAFT model with those obtained by PC-SAFT. As
shown in Fig. 2.9 a for the low-pressure vapor-liquid equilibrium in the polyethy-
lene/toluene system, PC-SAFT gives superior results compared to the original
SAFT and can predict the binary phase equilibrium without fitting binary pa-
rameters. It is even able to cover the correct molecular-weight dependence. A
second example is illustrated in Fig. 2.9b, which shows the high-pressure car-
bon dioxide solubility in polyethylene. Whereas the original SAFT model is not
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Fig. 2.9 Comparison of phase equilibrium
calculations using SAFT (dashed lines) and
PC-SAFT (solid lines) [76]. (a) Vapor-liquid
phase equilibrium of polyethylene-toluene
at T = 393 K. Filled symbols are experimental
data for polymer molecular weight

of 6.2 kg/mol, open symbols are for
1.7 kg/mol. (b) Solubility of carbon dioxide
in polyethylene (Mn = 87 kg/mol) at P=
9 MPa. Binary parameters were fitted for
correlation: SAFT (kij =0.242) and PC-SAFT
(kij = 0.181).



able to describe the experimental data, the modeling with PC-SAFT even leads
to quantitative results (one binary parameter was fitted in each case).

The PC-SAFT model was successfully applied to describe a whole variety of
polymer solubilities in liquids as well as in supercritical solvents [18, 27, 76–78,
81]. The example in Fig. 2.10 illustrates the modeling results for the solubility
of poly(methyl acrylate) and poly(methyl acetate) in supercritical carbon dioxide.
Although the two components show great similarities from the chemical point
of view, these polymers exhibit very different CO2 solubility. Although the mo-
lecular weight of poly(methyl acrylate) (PMA) is much smaller than that of the
considered poly(vinyl acetate) (PVA), much higher pressures are needed to dis-
solve the PMA. Moreover, the two systems show different slopes of the cloud
point curves: whereas the solubility of PMA is improved at high temperatures,
the PVA solubility decreases in the same temperature range. Using PC-SAFT, it
was possible to model the very different phase behavior in the two systems
without temperature-dependent parameters. This implies that the model could
qualitatively predict the different temperature dependence of solubility just by
using pure-component data. The binary parameters, which were fitted to each
of the curves (kPMA–CO2

= 0.052 and kPVA–CO2
= 0.04), were only used to improve

the quantitative description of the experimental solubilities.
In general, one of the most desirable capabilities of a thermodynamic model

is to predict, rather than only to correlate, the impact of different substances
and system properties on the solubility. Given a minimum of experimental data,
the model should give an (at least qualitative) impression of how the phase be-
havior can be modified.

Thus, Fig. 2.3 a gives an example of the ability of PC-SAFT to predict the molec-
ular-weight dependence of polymer-solubility data. Although the binary parameter
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Fig. 2.10 Solubility of poly(vinyl acetate) (PVA; Mw = 125 kg/mol) and
poly(methyl acrylate) (PMA; Mw = 31 kg/mol) in supercritical carbon
dioxide. Symbols are experimental data (Rindfleisch et al. 1996).
Lines are modeling results using the PC-SAFT model [79].



for the polymer/solvent system was fitted to data of one particular molecular weight
only, the impact of molecular weight on polymer solubility could be predicted over a
broad range of molecular weights, giving good agreement with experimental data.

A common approach to changing the solubility of a polymer is by modifying
it by copolymerization. To get a first evaluation of promising comonomers and
their impact on copolymer solubility, thermodynamic modeling can provide a
powerful tool to predict the phase behavior of those systems. Figure 2.6 a and b
illustrate the modeling results for copolymer systems as obtained by the applica-
tion of the PC-SAFT model. The lines in the two figures represent modeling re-
sults obtained for different copolymers that varied in comonomer composition.
Using the pure-component information about the solvent, the corresponding
homopolymers, and the homopolymer solubilities in the solvent, PC-SAFT is
able to model the copolymer/solvent phase behavior over a wide range of como-
nomer compositions. The only parameter here that was fitted to the copolymer
data is the binary parameter that describes the interactions between the unlike
segments, which are not present in the homopolymer systems. Although this
parameter, as well as all the other parameters, are just constants, the model
could even predict that the solubility is a non-monotonous function of the acry-
late content in the case of poly(ethylene-co-methyl acrylate) but a monotonous
function in the case of poly(ethylene-co-propyl acrylate).

Finally, Fig. 2.7 shows, as an example, the modeling results obtained for the
influence of the co-solvent/CO2 ratio on the solubility of poly(propylene). Using
parameters fitted only to pure-component and binary-system data, the phase be-
havior in the ternary system could be predicted, and were in good agreement
with the experimental data.

2.5
Conclusions

Polymer supercritical-fluid systems show complex phase behavior (for a general
overview see also [80]). Polymer solubility in these systems depends on (apart
from temperature, pressure, and concentration) the chemical nature, molecular
weight, and molecular-weight distribution of the polymer and on the comono-
mer composition in the case of copolymers.

The most interesting supercritical solvent is CO2. However, in most cases the
solubility of polymers in supercritical CO2 is very limited, and great efforts have
therefore been made to discover experimentally under which conditions the sol-
ubility of polymers could be increased.

Meanwhile, thermodynamic modeling has improved considerably, especially dur-
ing the last decade. State-of-the art models were developed based on a molecular,
physically meaningful approach. Based on a limited number of experiments, these
models are not only able to describe but to a certain extent also to extrapolate or even
predict the phase behavior in polymer systems. Thus, their application can consid-
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erably reduce the number of experiments needed and can support the understand-
ing and development of supercritical-fluid applications in polymer processing.

Notation

Symbols
A Helmholtz Energy
aji model constants of the PC-SAFT equation of state
bji model constants of the PC-SAFT equation of state
k Boltzmann’s constant
kij binary interaction parameter
m segment number
Mn number average
Mw weight average
N total number of moles
P pressure

Greek
� depth of the pair potential
� reduced density
� number density
� segment diameter

Superscripts
assoc association
disp dispersion
hs hard sphere
id ideal gas
pert perturbation
ref reference system
res residual (deviation from ideal-gas state)

Abbreviations
L Liquid
LDPE Low Density Poly(ethylene)
LCST Lower Critical Solution Temperature
LL Liquid-Liquid System
PMA poly(methyl acrylate)
SAFT Statistical Associated Fluid Theory
UCST Upper Critical Solution Temperature
VL Vapor-Liquid System
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3.1
Introduction

For many processes performed in supercritical fluids, the transport properties
of the medium will play an important role. For polymerizations, this includes
mass transfer for mixing reactants and to allow proper contact between mono-
mer and catalyst. Polymerization reactions are usually highly exothermic, so
that the heat of reaction needs to be absorbed and transported through the
supercritical fluid. Virtually all studies described in the literature have been per-
formed on a relatively small scale, and scale-up aspects, for which mass and
heat transfer are major issues, have generally been disregarded. This chapter
will describe an experimental study of some aspects of mass and heat transfer
in supercritical CO2 (scCO2), and a comparison will be made with the behavior
of standard liquid systems.

Supercritical fluids (SCFs) generally exhibit particular properties in the vici-
nity of the critical point. SCFs are regarded as viscous Newtonian, heat conduct-
ing, and highly expandable fluids [1]. Motion of SCFs is described by the Na-
vier-Stokes equations in combination with an adequate equation of state (EOS).
For CO2, thermodynamic parameters can be estimated by the Wagner and Span
equation of state [2] and transport properties by the Vesovic et al. [3] equations.
The heat capacity (cp), the thermal conductivity (�) and dynamic viscosity (�)
can then be calculated as shown in Fig. 1 a, b, and c, respectively. It can be seen
that the behavior of these parameters is very much in line with the behavior in
the liquid and gaseous states; however, in the vicinity of the critical point
(Pc = 7.39 MPa and Tc = 31 �C), variations are much more pronounced. The heat
capacity at constant pressure diverges at the critical point, and its value can be
several orders of magnitude higher than “normal” values. This effect is most
pronounced for transitions from the liquid-gas curve to the supercritical region
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* The symbols used in this chapter are listed at the end of the text, under “Notation”.
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and for the resulting near-critical density values. When the transition occurs
from pure gas or liquid phase to the supercritical phase, the increase is smooth-
er and even disappears far from the critical point, which corresponds to high
(liquid-like) or low (gas-like) densities. The thermal conductivity, like the isother-
mal compressibility, exhibits a similar critical enhancement in the vicinity of
the critical pressure, temperature, and density. Also, the viscosity shows a simi-
lar tendency except that the critical enhancement is in a narrower region
around the critical point and is less pronounced [4].

The influence of the variation in transport parameters on the design of pro-
cess equipment is not well studied when compared to the case of relatively in-
compressible liquids. Therefore, this Chapter will focus on experiments describ-
ing the hydrodynamic behavior and the heat transfer properties of scCO2.
Although this analysis is crucial for the study and promotion of chemical reac-
tions in SCFs, it is also important for the application of SCFs in refrigeration
and cooling.

3.2
Hydrodynamics and Mixing

Mixing has a large influence on the yield and selectivity of a broad range of chem-
ical processes, and the design and operation of mixing devices can determine the
profitability of the whole plant. The interaction between mixing and chemical re-
action has been investigated for stirred-tank reactors using water as the liquid me-
dium, and rules have been obtained to predict the selectivity of a reaction as a
function of the design of the mixing system [5]. In view of the specific behavior
as mentioned in Section 4.1, it is not obvious whether the design rules obtained
for common liquid solvents are also valid for supercritical fluids [1].

3.2.1
Laser-Doppler Velocimetry and Computational Fluid Dynamics

To compare the hydrodynamic behavior of supercritical CO2 and water, laser-
Doppler velocimetry (LDV) measurements have been performed in a specially
designed high-pressure mixing vessel provided with glass windows. For the
same geometry, Computational Fluid Dynamics (CFD) calculations have been
made for both media.

The stainless steel high-pressure vessel used for the flow measurements, de-
signed by ITTB Heerenveen (The Netherlands), is presented in Fig. 3.2. The
vessel has an internal diameter of 6 cm and is designed for pressures up to 15
MPa. The temperature is controlled by pumping water from a thermostatic bath
through channels in the vessel wall. Pitched-blade impellers with a diameter of
half the vessel diameter are used to stir the vessel content. Two glass windows
allow for measurement of velocity components in three directions with laser-
Doppler velocimetry. The LDV equipment consists of a 2D fiber optics system
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with Burst Spectrum Analyzers supplied by Dantec. As seeding material, hollow
glass particles with a diameter of 10 �m (Dantec) are used. The velocities were
measured in water and in supercritical CO2 with a density of 640 kg/m3 and a
temperature of 34 �C, in both a baffled (4 baffles with a blade width of 6 mm)
and an unbaffled system at a stirrer speed of 500 rpm.

The velocities in the unbaffled vessel have also been calculated by means of
the Computational Fluid Dynamics program CFX version 5.7 using the Shear
Stress Transport (SST) model. A mesh independence study was carried out on
three different meshes. Results presented here are based on the intermediate
mesh, which contains 405154 nodes and 1 626400 elements (hexahedrons). All
calculations are isothermal steady state and were performed in a rotating coordi-
nate frame. To minimize numerical diffusion, calculations use a blended advec-
tion scheme with a blend factor of one (fully second order) for the momentum
and continuity equations. A high-resolution advection scheme has been used
for the turbulence equations for k and �. The high-resolution scheme is not
fully second order, but it is bounded and therefore more suitable for variables
that are always positive like k and �. Simulations are assumed to be converged
when all the RMS residuals are below 10–6. ScCO2 is modeled using the real
fluid model capabilities of CFX 5.7. ScCO2 properties are entered as tables
(RGP file), which represent, in a discrete manner, functions dependent on the
pressure and temperature. Temperature- and pressure-dependent values for rele-
vant physical parameters have been obtained from the NIST database [6].
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Fig. 3.2 High-pressure stirred vessel with glass windows.



3.2.2
Flow Characteristics

A selection of measured mean velocity data is presented in dimensionless form
through dividing by the stirrer tip speed, Vtip, in Figs. 3 to 5. The mean veloci-
ties in Figs. 3 and 4, respectively in tangential and axial direction, are measured
in the baffled vessel in a plane at the level of the lower stirrer (Figs. 3a and 4a)
and in a plane 29 mm above the vessel bottom, which is around 10 mm below
the lower stirrer (Figs. 3b and 4b). Fig. 3.5 shows the mean tangential velocities
measured in the unbaffled system in a plane 29 mm above the vessel bottom
both for water (Fig. 3.5 a) and scCO2 (Fig. 3.5b).

The pump number of a stirrer, NF, correlates in a dimensionless way the total
volume flow F produced by the stirrer with the stirrer speed N and the stirrer
diameter ds

NF � F
N � d3

s

�1�

The value of NF is constant in the turbulent regime and is characteristic for a
defined vessel/stirrer set-up. Since the pump number of a stirrer is independent
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Fig. 3.3 Vtan as a function of the
dimensionless vessel diameter for
water and scCO2 (640 kg m–3) in
the baffled system.

a)

b)



of the density, it is expected that, for the same stirrer speed, the mean velocities for
scCO2 are equal to those of water, which is in accordance with the measured data.

The velocities calculated with CFX 5, using the SST turbulence model, are also
shown in Fig. 5 a and b for the unbaffled system. Especially near the centerline,
the calculated values differ from the measured ones. In general, the values of
the measured mean velocities are somewhat underpredicted by the calculations,
which is in accordance with literature [7]. In general, however, the measured
trends are relatively well predicted by the computations both for water and scCO2.

About 10 000 data points (N) are collected with LDV at a single point in the
vessel with a data rate of around 200 Hz. From these data points the mean
velocity is calculated (as given in Figs. 3 to 5) but also the fluctuating velocity Vi�
as defined by

V �
i �

�����������������������������N

j�1

�Vi � �V�2
j

N

���� �2�

From the fluctuating velocities in the three Cartesian directions the local tur-
bulent kinetic energy k is calculated by Eq. (3) assuming that the influence of
periodic fluctuations is negligible.
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Fig. 3.4 Vax as a function of the
dimensionless vessel diameter for
water and scCO2 (640 kg m–3) in
the baffled system.
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k � 1
2
�
�3

i�1

�V �
i �2 �3�

Since fluctuating velocities are not calculated in CFX, only the calculated tur-
bulent kinetic energy k can be compared with the measured k values obtained
through Eq. (3). Both measured and calculated turbulent kinetic energies are
presented in Fig. 3.6a for water and in Fig. 3.6 b for scCO2 for the unbaffled sys-
tem in a plane 29 mm above the vessel bottom.

The k values for water and scCO2 are somewhat underpredicted by the calcu-
lations, which is also mentioned in literature [7]. The power consumption P of
a stirrer in the turbulent regime is related to the stirrer speed N and the stirrer
diameter ds by the dimensionless power number Np

Np � P
� � N3 � d5

s
�4�

The power number Np is, as is the pump number, constant in the turbulent
regime and has a characteristic value for a defined vessel/stirrer geometry. As-
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Fig. 3.5 Vtan measured (LDA)
and calculated (CFD) as a
function of the dimensionless
vessel diameter for water and
scCO2 (640 kg m–3) in the
baffled system.

a)

b)



suming that the local turbulent energy k scales with the stirrer power, which is
linear with the fluid density �, the k values for scCO2 should be 0.64 times
those of water. As it can be seen from Fig. 3.6, this is fairly well in agreement
with both measured and calculated data.

3.3
Heat Transfer

The transfer of heat to and from process fluids is an essential part of most pro-
cesses. In general, heat flows from one location to another by three distinct
mechanisms:

� by conduction, or the transfer of energy from matter to adjacent matter by di-
rect contact without intermixing or flow of material;

� by convection, or the transfer of energy by the bulk mixing of material. In nat-
ural convection it is the density difference of hot and cold fluid that causes
the mixing. In forced convection, usually a mechanical agitator is used;

� by radiation of light, infrared, ultraviolet, or radio waves emanated from a hot
body, which can be absorbed by a cool body.
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Fig. 3.6 Turbulent kinetic energy k
measured (LDA) and calculated
(CFD) as a function of the dimen-
sionless vessel diameter for water
and scCO2 (640 kg m–3) in the
unbaffled system at Z= 0.029 m.

a)

b)



In this part we will concentrate on heat transfer in SCF reactors. For this, we
will look at the mechanisms that govern heat transfer from the inside of the re-
actor (bulk) toward the coolant in the jacket. Many expressions and correlations
have been developed for stirred vessels, depending on the vessel geometry, the
stirrer type and geometry, and the liquid medium [8–10]. However, none of
them have been specifically derived for supercritical fluids.

3.3.1
Specific for Near-Critical Fluids: the Piston Effect

In thermally non-homogeneous supercritical fluids, very intense convective mo-
tion can occur [1]. Moreover, thermal transport measurements report a very fast
heat transport although the heat diffusivity is extremely small. In 1985, experi-
ments were performed in a sounding rocket in which the bulk temperature fol-
lowed the wall temperature with a very short time delay [11]. This implies that
instead of a critical slowing down of heat transport, an adiabatic critical speed-
ing up was observed, although this was not interpreted as such at that time. In
1990 the thermo-compressive nature of this phenomenon was explained in a
pure thermodynamic approach in which the phenomenon has been called “adia-
batic effect” [12]. Based on a semi-hydrodynamic method [13] and numerically
solved Navier-Stokes equations for a Van der Waals fluid [14], the speeding ef-
fect is called the “piston effect”. The piston effect can be observed in the very
close vicinity of the critical point and has some remarkable properties [1, 15]:

1. The piston effect is a thermoacoustic phenomenon. Acoustic compression waves
are emitted at heated boundaries, which provoke a homogeneous increase in
the bulk temperature.

2. The piston effect is a fourth heat transport mechanism. Depending on the applied
boundary conditions, the piston effect can transport heat from one side of a
thermostat-controlled container to the other on a very short time scale. As the
bulk phase is homogeneously heated by the piston effect, a boundary layer is
formed at the thermostat-controlled wall.

3. Temperature and density relaxations are uncoupled. After the piston effect has
equalized the temperature, the fluid of the boundary layer can no longer expand
and the remaining temperature inhomogeneities can only disappear by diffu-
sion. Although these very small inhomogeneities are associated with rather
large density gradients due to the diverging compressibility, density relaxation
seems to occur at a significantly lower rate than temperature relaxation.

4. Temperature can propagate with the speed of sound. When the critical point is ap-
proached more closely than a crossover value given by asymptote analysis, the
characteristic time of the piston effect does not monotonically decrease to
zero, but tends to reach a constant value, which is the characteristic acoustic
time. For CO2 contained in a 10 mm long container set at 1 K above its criti-
cal temperature, the crossover value is some mK. At these conditions, the
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temperature wave emitted by the thermal boundary layer has the same ampli-
tude as the temperature increase at the wall.

3.3.2
Reaction Calorimetry

To study heat transfer aspects of reactors operated under supercritical conditions,
a special reaction calorimeter has been developed in collaboration with Mettler-To-
ledo GmbH (Switzerland) [4, 16]. The equipment is based on an RC1e thermostat
coupled with a 1.3 L high-pressure stainless steel reactor as depicted in Fig. 3.7.
The thermostat unit controls the reaction temperature by pumping silicone oil
at high speed through the double jacket of the reactor. Process and control vari-
ables are monitored and controlled using WinRC-NT software. The maximum op-
erating pressure and temperature are 35 MPa and 300 �C. The reactor is equipped
with a magnetic stirrer drive, a 25 W calibration heater, a PT100 temperature sen-
sor, and a pressure sensor. The stirrers used are a three-stage Ekato MIG®, a gas-
sing stirrer, and a two-stage turbine (Table 3.1, see p. 52).

The calorimeter is able to work in four different operating modes: adiabatic,
where the jacket temperature (Tj) is adjusted such that there is no heat transfer
through the reactor wall; isoperibolic, where the jacket temperature is kept constant
and the reaction temperature (Tr) follows the reaction profile; isothermal, where the
desired reaction temperature is set to a constant value and Tj is changed automa-
tically to maintain Tr at the specified value; and distillation/reflux mode or crystal-
lization, where the respective (Tj–Tr) or (Tr–Tj) is maintained constant.
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Fig. 3.7 Picture of the autoclave.
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Fig. 3.8 Difference between classical liquid and supercritical reaction calorimetry.

Fig. 3.9 (a) Calorimeter response to a “Gaussian-like” signal input by the
calibration heater in simulation mode at a density of scCO2 of 661.5 kg m–3.
(b) Calorimeter response to a “peak” signal input by the calibration heater
in simulation mode at a density of scCO2 of 661.5 kg m–3.

a)

b)



Since the supercritical phase occupies all space available, as illustrated in
Fig. 3.8, not only has the jacket area to be perfectly controlled, but also the cover
and the other parts have to be temperature controlled in order to avoid addi-
tional heat transfer interferences. In this case, all the reactor parts in contact
with the reactor contents are adjusted to Tr.

The performance of the calorimeter has been validated by comparing mea-
sured properties with available literature data [16–18]. Also, heat flow calibration
has been performed by creating a specific heat flow using a calibration probe in-
serted in the reactor. Such an introduction of heat, without any actual reaction
occurring, shows the ability of the calorimeter to react to heat flows, separate
from any reaction-related effects. In the ideal situation (no temperature gradient
and a time constant of the equipment equal to zero) the two signals should be
identical. It can be seen in Fig. 9a and b that the calorimetric signal correctly
follows the input heat flow generated by the calibration probe, where the dy-
namics of the system induce a minor delay in the response.

3.3.3
Heat Transfer in Stirred Vessel with SCFs

The general equation for heat transfer across an interface is

dQ � dA � U � �T �5�

where dA is the element of surface area required to transfer an amount of heat dQ
for a bulk temperature difference between the two streams �T at an overall heat
transfer coefficient U. A general methodology to analyze heat transfer phenomena
in stirred tanks is the Wilson plot analysis [19]. For this, the overall heat transfer
resistance 1/U is expressed as the sum of three resistances in series (Eq. 6): one
for the internal film (1/hr), one for the reactor wall (e/�w) and one for the external
coolant film (1/he), in which the last two resistances are often combined in a re-
sistance 1/� being independent of the internal medium [20].

1
U

� 1
hr

� e
lw

� 1
he

�6�

To correlate internal mixing with heat transfer, the Nusselt number
(Nu= hrdR/�) of the reactor is related to the Reynolds (Re=�Nds

2/�) and Prandtl
(Pr =�cp/�) number according to

Nu � C � Rea � Prb �

�w

� �c

�7�

in which it should be noted that Nu is related to the vessel diameter and Re to
the impeller diameter. In liquid media the exponents a and b in the Nusselt cor-
relation are usually found to be 2/3 and 1/3, respectively, for a stirred tank reac-
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tor equipped with a turbine impeller [21]. In isothermal and steady-state condi-
tions, the viscosity ratio (with exponent c= 0.14) can be included in the constant
C. As all other properties remain constant at isothermal conditions, this allows
the isolation of hr:

hr � C � d2
s � �
�

� �2�3

� cp � �
�

� 	1�3
� �
dr

� N2�3 � C� � N2�3 �8�

Combining Eqs. (6) and (8) then yields Eq. (9), in which the overall heat trans-
fer resistance is coupled to the stirrer speed N:

1
U

� 1
C� � N2�3

� 1
�

�9�

In Eq. (9), C� and � are system-specific constants.
An example of an experimentally determined Wilson plot is given in

Fig. 3.10, in which the calorimeter reactor has been used in combination with
two types of stirrers, i.e. a double-stage turbine and a gassing stirrer. In isother-
mal mode and using the calibration probe introducing a defined amount of
heat, it is possible to estimate the overall heat transfer coefficient using Eq. (5).
The linear plot confirms that the exponent of Re equals 2/3 in scCO2, similar to
“normal” liquids. Figure 3.10 clearly indicates that the overall heat transfer coef-
ficient completely follows the Wilson plot regression, except for extremely low
agitation speed (100 rpm). Obviously, this low agitation speed is not sufficient
to homogenize the medium in terms of temperature and density [16]. Moreover,
for the same temperature, the gassing stirrer is less efficient in terms of heat
transfer than the double-stage turbine.

The slope of the regression lines allows calculation of the internal film transfer
coefficient. From the intercept with the U axis the external part � of the overall
heat transfer coefficient can be determined. As the regression lines intercept be-
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Fig. 3.10 Wilson plot study for two agitators at a scCO2 density of 370 kg m–3.



fore the U axis, it follows that the heat transfer behavior of the external film is the
opposite of the internal film. The external heat transfer coefficient part, which in-
cludes conduction through the vessel wall and transfer through the coolant stag-
nant film, increases with temperature (Fig. 3.11). This effect results from a viscos-
ity decrease of the coolant, which reduces the film thickness. It is clear that for the
series at 305.15 K, where the slope is almost flat, almost all heat transfer resis-
tance comes from the external part, independently of the stirrer rotation speed.

Fig. 3.12 compares the measured internal heat transfer coefficient (hr) in clas-
sical liquids with supercritical carbon dioxide at 400 rpm [16, 17]. It indicates
that the internal heat transfer coefficient increases asymptotically close to the
critical point for scCO2. In contrast to the normal liquids, in supercritical CO2 a
lower temperature (above the critical point) leads to a higher heat transfer coef-
ficient. Although the behavior of the internal heat transfer coefficient differs
from the trend observed for common liquids (water and methanol), the behavior
is consistent with the changing thermodynamic properties around the critical
point (Fig. 1 a–c), i.e. the constant-pressure heat capacity (cp), thermal conductiv-
ity (�) and bulk viscosity (�). The internal heat transfer coefficient hr is propor-
tional to �2/3 and cp

1/3 and is therefore subject to the same asymptotic diver-
gence at the critical point. Although the viscosity is dependent on temperature
to the power 1/3, which leads to some divergence around the critical point, �
has only a small range of densities where critical enhancement is significant (at
less than 1 �C from the critical point) [22]. This explains that for rotation speeds
leading to significant internal film resistances, the overall heat transfer coeffi-
cient is substantially improved for CO2 when the temperature approaches the
critical temperature. This effect has also been observed for a continuous flow
system [23] for water and carbon dioxide and in a multi-loop system using car-
bon dioxide as a refrigerant [24].
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Fig. 3.11 Integrated wall and external resistance.
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Fig. 3.12 Experimental internal heat transfer coefficient hr in the reactor
with double-stage turbine at 400 rpm.

Fig. 3.13 Limiting transfer resistance with temperature, CO2 density, and rotation speed.



Parameters such as temperature, CO2 density, and rotation speed directly af-
fect the limiting heat transfer resistance. In this experimental set-up it appears
that with scCO2 the main resistance is located in the external film, except at ex-
tremely low stirrer speeds and high temperatures (low densities), where the lim-
iting resistance is located inside the reactor (Fig. 3.13).

Theoretical values for cp, � and � (obtained from EOS) and experimental hr

have been used to calculate the constant C of the Nusselt correlation (Eq. 7). An
example of the results for the two stirrers and a scCO2 density of 540 kg m–3 is
presented in Fig. 3.14, leading to C values of 0.53± 0.03 for the turbine and
0.27 ± 0.03 for the Ekato MIG®, respectively.

C values are dependent on the liquid system, the vessel, the agitator type, and
the applied hydrodynamic regime (turbulent, laminar, or transition). A compari-
son with standard values for typical stirrers (Table 3.1) [25–28] shows that the C
values obtained for the turbine are very similar in liquids and scCO2. For the
Ekato MIG® stirrer, however, there appears to be a difference of a factor of two
between the two types of system.
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Table 3.1 Typical C values obtained in liquids for different stirrers [25–28].

Stirrer type Characteristic length used
in the Nusselt number

ds/dr

[–]
C value
[–]

Turbine [28] Reactor diameter 0.5 0.535
Propeller 4 blades 45� [26] Reactor diameter 0.05–0.4 0.54
Pitched-blade disk turbine [27] Reactor diameter 0.33 0.53
Flat-blade disk turbine [27] Reactor diameter 0.33 0.54
Ekato MIG®, two stages [25] Reactor diameter 0.5–0.95 0.42
Ekato MIG®, three stages [25] Reactor diameter 0.5–0.95 0.46

Fig. 3.14 C values for the turbine and the Ekato MIG® at scCO2 density of 540 kg m–3.



3.4
Conclusions

In this Chapter we have made an attempt to describe mixing and heat and
mass transfer in supercritical fluids. Using Laser Doppler Anemometry, Com-
putational Fluid Dynamics and High-Pressure Calorimetry, some basic guide-
lines have been derived. When compared to the behavior of ordinary liquids,
the behavior of scCO2 is quite different, especially near the critical point. How-
ever, when the thermodynamic behavior of CO2 is taken into account (in terms
of constant-pressure heat capacity, viscosity, and thermal conductivity), its behav-
ior is consistent with that of other liquids.
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Notation

Symbols
A surface [m2]
cp constant-pressure heat capacity [J kg–1 K–1]
C constant [–]
C� constant [–]
dR reactor internal diameter [m]
dS stirrer characteristic diameter [m]
e wall thickness [m]
F stirrer flow [m3 s–1]
hr internal heat transfer coefficient [W m–2 K–1]
he external heat transfer coefficient [W m–2 K–1]
k local turbulent kinetic energy [m2 s–2]
N rotation speed of the stirrer [s–1]
Np stirrer power consumption [W]
Nf stirrer pump number [–]
P pressure [MPa]
Q heat [J]
U overall heat transfer coefficient [W m–2 K–1]
T temperature [K]
Vtip stirrer tip speed [m s–1]
Vi� fluctuating velocity [m s–1]
�w thermal conductivity of the reactor wall [W m–1 K–1]
� bulk thermal conductivity [W m–1 K–1]
� dynamic viscosity [kg m–1 s–1]
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� density [kg m–3]
� constant [W m–2 K–1]
Re Reynolds number
Pr Prandtl number
Nu Nusselt number

Acronyms
EOS Equation of state
SCF Supercritical fluid
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Sabine Beuermann and Michael Buback

4.1
Introduction

Summarized in this contribution are the results of studies into initiation, propa-
gation, termination, and chain-transfer rate coefficients for free-radical polymer-
ization in homogeneous mixtures containing significant amounts of CO2,
mostly 40 wt%. Supercritical carbon dioxide (scCO2) has been demonstrated to
be a promising alternative reaction medium for free-radical polymerizations
[1–3]. Particular advantages of CO2 are associated with a pronounced lowering
of viscosity, facilitating separation of this solvent from a polymeric product, and
with the inertness of CO2, which leads to the absence of chain-transfer-to-sol-
vent reactions [4]. Moreover, CO2 is an environmentally benign fluid with physi-
cal properties continuously tunable in the supercritical region. Although the lit-
erature mostly describes heterogeneous phase polymerizations in scCO2, it was
anticipated that, because of the cosolvent action of the monomer, reactions in
homogeneous phase should also be possible. Detailed investigations into chemi-
cally initiated styrene polymerizations provided information on the dependence
of the maximum monomer conversion (xmax) that may be reached in homoge-
neous phase on CO2 content, temperature, pressure, and polymer molecular
weight [5, 6]. For example, xmax of styrene homopolymerization is given as a
function of CO2 content at 30 and 50 MPa in Fig. 4.1. The data obtained at both
pressures may be represented by a single line. xmax decreases from around 35%
at a CO2 content of 20 wt% to around 10% at a CO2 content of 54 wt%.

The xmax data in Fig. 4.1 are remarkable in that polystyrene is considered to be
the archetype of a polymer which is insoluble in scCO2 [7]. The results are indica-
tive of the significant solvent power of the monomer which is present in the react-
ing styrene–polystyrene–scCO2 mixtures. It may be expected that polymerizations
of other monomers or copolymerizations of styrene with other monomers may be
carried out in homogeneous phase up to high monomer conversion. Styrene–
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methyl methacrylate–glycidyl methacrylate terpolymerizations to yield polymer
with Mn = 4000 g mol–1 were carried out at 120 �C, 35 MPa in 20 wt% CO2 up to
almost complete conversion [2]. This reaction has been monitored via in-line
FT-NIR spectroscopy in the region of the first overtone of olefinic CH-stretching
vibrations [8]. An NIR spectral series recorded during a terpolymerization at
120 �C and 35 MPa is shown in Fig. 4.2. The arrow indicates the direction of
change of the peak at around 6170 cm–1, which is due to CH-stretching first over-
tone modes at the olefinic double bond of the monomers. The final spectrum cor-
responds to almost complete monomer conversion.

The examples in Figs. 4.1 and 4.2 show that high monomer conversions may
be reached in homogeneous phase in the presence of significant amounts of
CO2. To identify suitable conditions for single-phase polymerization at supercri-
tical conditions of CO2, which are largely affected by the properties of the poly-
meric product, it is highly advantageous to simulate polymerization kinetics.
Such simulations require reliable rate coefficients to be known, at least for the
most important individual steps, i.e. for initiation, propagation, termination,
and chain-transfer. With several such rate coefficients being already precisely
known for bulk polymerizations, it appears interesting to see whether and to
what extent the presence of CO2 affects these coefficients. One may expect that
chemically controlled reaction steps such as initiation, propagation, and chain-
transfer will be only moderately affected by the presence of CO2, whereas CO2

may have a strong impact on the diffusion-controlled termination step. Aside
from their relevance for modeling polymerization kinetics and polymer proper-
ties, rate coefficients measured in scCO2 should also be useful for providing a
better mechanistic understanding of the individual steps in free-radical polymer-
ization, in particular of diffusion-controlled termination.
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Fig. 4.1 Variation of maximum styrene conversion in homogeneous
fluid phase, xmax, as a function of CO2 content for chemically initiated
polymerizations at 80 �C and two pressures, 30 and 50 MPa, in the
presence of 1 mol% CBr4 [5, 6]. The number average molecular weight
of the resulting polymers is Mn�104 g mol–1.



4.2
Experimental

The majority of the kinetic data reported below is from experiments in the
authors’ laboratory. Monomer-CO2 mixtures were prepared prior to feeding and
pressurizing the reaction mixture in an experimental set-up described elsewhere
[9]. Pressure is varied at constant weight fractions of monomer, initiator, CO2,
and, if applicable, chain-transfer agent (CTA) by means of a manually driven sy-
ringe pump which operates on the entire reaction mixture [9]. Thus, investiga-
tions into the pressure dependence of rate coefficients are not accompanied by
changes in CO2 content such as those that occur in cases where pressure is ap-
plied by compressing the reaction system with CO2.

The polymerization reactors are equipped with two sapphire windows [8],
which allow for initiation of the polymerization by UV laser pulses, for in-line
FT-NIR spectroscopic monitoring of the degree of monomer conversion, and for
visual and NIR-spectroscopic inspection of homogeneity of the polymerizing
system [10].

4.3
Initiation

Peroxides are the most important initiators for free-radical polymerization.
Among them, dialkyl or diaryl peroxides, peroxyesters, diacyl peroxides, and per-
oxycarbonates are of particular relevance. For a large number of such peroxides,
the temperature and pressure dependence of the decomposition rate coefficient,
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Fig. 4.2 FT-NIR spectral series recorded during an S-MMA-GMA terpoly-
merization in the presence of 20 wt% CO2 at 120 �C and 35 MPa. The
initial monomer mole fractions are: fs = 0.07, fMMA = 0.51, and fGMA = 0.42;
DDM concentration: 0.37 mol L–1; DTBP concentration: 1.5�10–2 mol L–1;
optical path length: 2 mm [2].



kd, has been experimentally determined in a dilute solution of n-heptane [11–
15]. It is of interest to know whether and to what extent the large number of lit-
erature data may be used for estimating kd for polymerizations with significant
amounts of CO2 present. Whereas scCO2 and n-heptane are of similarly low po-
larity, the significantly lower viscosity (and thus higher diffusivity) in scCO2

may affect initiator decomposition rate. kd is defined (and is experimentally de-
termined) as the overall first-order rate coefficient of peroxide decomposition ac-
cording to the rate expression:

�dcPO�dt � kd � cPO �1�

where cPO is peroxide concentration. As will be shown further below, the decay in
peroxide concentration, – dcPO/dt, may be affected by several individual reaction
steps. It is for this reason that kd is referred to as the overall rate coefficient.

The first study of peroxide decomposition in scCO2 has been carried out on
diethyl peroxodicarbonate by the group of DeSimone [16]. An extended study
into initiator decomposition rates in solution in scCO2 has been performed by
Barner [17] in which measurements up to 160 �C and 200 MPa were carried out
for the peroxyesters tert-amyl peroxypivalate (TAPP), tert-butyl peroxypivalate
(TBPP), and tert-butyl peroxyacetate (TBPA), and for the diacyl peroxides diocta-
noyl peroxide (DOP) and bis(3,5,5-trimethylhexanoyl) peroxide (BTMHP). Com-
pared in Fig. 4.3 are kd data for TBPA and TBPP decomposition in solution of
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Fig. 4.3 Temperature dependence of kd for TBPA and TBPP decomposition
in solution of n-heptane (open symbols) [12, 13] and of scCO2 [17]
(filled symbols) at 50 MPa.



scCO2 (full symbols) and of n-heptane (open symbols) at 50 MPa and various
temperatures. The kd data plotted for peroxyesters dissolved in scCO2 are the ex-
perimental values provided by Barner [17]. The rate coefficients for peroxyester
decomposition in n-heptane were calculated (for the same temperatures as
those selected for the scCO2 experiments) from the equations reported for kd in
n-heptane as a function of pressure and temperature [12, 13]. The dashed lines
represent these literature expressions for 50 MPa, whereas the full lines are Ar-
rhenius fits of the measured kd data for decomposition in scCO2.

Fig. 4.3 tells us that kd values at otherwise identical conditions are only
slightly affected, on average by about 10%, upon replacing the solvent n-heptane
by scCO2. It should, however, be noted that these minor changes occur into op-
posite directions. Whereas kd of TBPP is slightly higher in n-heptane than in
scCO2, the rate coefficients for TBPA in scCO2 are above the kd values mea-
sured in n-heptane. This difference may be understood as resulting from the
pronounced differences in decomposition behavior. TBPP decomposition is the
archetype of very rapid successive two-bond scission of the peroxyester accompa-
nied by an almost instantaneous production of CO2, whereas TBPA undergoes
single-bond scission to form a methylcarbonyloxy radical and a tert-butoxy radi-
cal.

A simplified illustration of the major kinetic steps is given in Scheme 4.1.
Primary dissociation of R1C(O)OOR2 with rate coefficient k1 yields the radicals
R1C(O)O· and ·OR2 in a solvent-caged situation. This reaction may be followed
by recombination of the two radicals, with rate coefficient k2, by decarboxylation
of R1C(O)O· with rate coefficient k3, or by out-of-cage diffusion of at least one
of the two radicals with rate coefficient kdiff. Overall, kd will be lower than k1 in
the case where recombination plays a major role, but approaches k1 in situa-
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tions where decarboxylation or out-of-cage reaction become very fast. If the de-
carboxylation reaction of the intermediate acyloxy radicals is very fast, e.g., oc-
curs in an almost concerted fashion together with primary scission of the per-
oxy linkage, no reversible reaction will take place and overall kd will be identical
to k1. Investigations into a large series of tert-butyl peroxyesters, with n-heptane
being the solvent, demonstrated that components with the carbon atom of the
R1 moiety that sits in �-position to the carbonyl group being secondary or ter-
tiary (such as TBPP) undergo close-to-concerted two-bond scission, whereas per-
oxyesters with this �-carbon atom being primary (as with TBPA) undergo sin-
gle-bond scission [12]. According to these findings, the increase in kd seen for
TBPA upon replacing the solvent n-heptane by scCO2 reflects the enhanced out-
of-cage diffusivity of R1C(O)O· and ·OR2 radicals in a solvent environment of
scCO2 which is associated with a lowering of radical recombination and thus
with an increase in overall kd. As close-to-concerted two-bond scission occurs
with TBPP, an enhancement of out-of-cage diffusivity would not result in an in-
crease of kd. The effect seen for TBPP thus seems to represent the weak effect
of the solvent environment on the barrier to dissociation. Thus, interaction with
an n-heptane environment appears to be associated with a higher decomposition
rate coefficient than does interaction with CO2. The TBPA data in Fig. 4.3 pro-
vide some indication that the slopes to the full and dashed lines are slightly dif-
ferent, which suggests different activation energies for TBPA decomposition in
n-heptane and for that in scCO2. The experimental material is, however, not ex-
tensive enough to allow for a subdivision of the overall activation energy result-
ing from the Arrhenius representation of kd into activation energies of the con-
tributing individual steps of primary bond scission, recombination, out-of-cage
diffusion, and decarboxylation.

The results of the experimental kd studies into alkyl peroxyester decomposi-
tion in CO2 [17] may be summarized as follows: at least at pressures up to
100 MPa, which range encompasses the entire area of technical relevance, kd

values for peroxyester decomposition in scCO2 differ by less than ±20%, and
mostly by less than ±10%, from the associated values measured in n-heptane so-
lution. A more detailed inspection of the data reveals that peroxyesters which
undergo single-bond scission decompose faster in CO2, whereas, in the case of
close-to-concerted two-bond scission, decomposition of the peroxyester seems to
occur at a slightly slower rate in CO2 than in solution in n-heptane.

Investigations by Charpentier et al. into the decomposition of diethyl peroxodi-
carbonate in scCO2 [16] provided no evidence for kd being different from the val-
ues reported for decomposition in conventional solvents. The solvent effects seen
for diacyl peroxides are somewhat larger, as is illustrated by the temperature de-
pendence of BTMHP decomposition in Fig. 4.4. The kd data with scCO2 are the
experimental points [17], whereas the n-heptane data were again calculated from
fit functions to the underlying experiments [11]. With respect to reaction in n-hep-
tane, BTMHP decomposition in scCO2 is faster by about 40%. The activation en-
ergy, however, appears to be the same with both solvents. A similar situation is
encountered for the decomposition of dioctanoyl peroxide, where kd for reaction
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in scCO2 is also enhanced by about 40% compared to using n-heptane as the sol-
vent [11]. The diacyloxy radicals that are formed in the primary dissociation step
are similar to the methylcarbonyloxy radical produced from TBPA (see Scheme
4.1) in that the carbon atom in the �-position to the carbonyl group is primary.
Thus, delayed decarboxylation of the radicals from BTMHP and from DOP is ex-
pected to occur, which, as with TBPA, suggests that replacing the solvent n-hep-
tane by CO2 is accompanied by an enhancement of kd. This is indeed what is ob-
served. The effect is, however, larger than that expected from TBPA, where a
change by about 10% was seen. Investigations into the influence on the decompo-
sition of BTMHP of several organic solvents, including highly polar ones such as
acetonitrile and dichloromethane, revealed that kd is satisfactorily correlated with
the Dimroth-Reichardt empirical parameter ET

N, which is a measure of solvent po-
larity [14]. With increasing ET

N parameter of the solvent, the decomposition rate is
enhanced, e.g., by about a factor of 7, in going from n-heptane to acetonitrile. The
ET

N parameter of scCO2 is slightly above the one for n-heptane, which is consistent
with the experimental observation that kd for BTMHP decomposition in scCO2 is
above the associated value for decomposition in n-heptane. Thus, two effects, an
increase in diffusivity and an increase in polarity (in terms of the ET

N parameter),
appear to contribute to the fact that the enhancement of kd, upon replacing n-hep-
tane by CO2, is larger for BTMHP than for TBPA.

In addition to common initiators, the group of DeSimone [18] studied the de-
composition kinetics of bis(perfluoro-2-N-propoxypropionyl) peroxide (BPPP) in
dense CO2 and in a series of fluorinated solvents. At temperatures above Tc of
CO2, kd is very close to the values measured in the fluorinated solvents.

Investigations into the decomposition of non-peroxide initiators in scCO2 are
rare. The decomposition of azo-bis-isobutyronitrile (AIBN), however, has been
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Fig. 4.4 Temperature dependence of kd for BTMHP decomposition
in n-heptane [14] (open symbols) and in scCO2 [17] (filled symbols)
at 50 MPa.



studied by two groups [19, 20]. Literature data from the two sources for decom-
position of AIBN in scCO2 differ by about a factor of two, which poses prob-
lems in clearly identifying the effects of changing the solvent environment. To
allow for this comparison, the literature rate data have been shifted to identical
pressure, via the activation volume of �V#(kd) = 4.3 cm3 mol–1 [21]. Irrespective
of the imprecise knowledge of kd for decomposition in scCO2, the replacement
of the solvent environment of benzene [19] or styrene [21] by scCO2 appears to
result in a clear lowering of kd. The direction of change induced by CO2 thus is
the same as that seen above for TBPP with the solvents scCO2 and n-heptane,
which peroxyester also decomposes in a close-to-concerted two-bond scission
mode as does AIBN.

In summary, with the exception of AIBN, where the data from various
sources allow for no clear decision about the size of solvent effects on kd, the lit-
erature data on initiator decomposition suggest that kd for decomposition in
scCO2 is very close to the associated values in the non-polar solvent n-heptane.
Thus, the extended set of literature values reported for peroxide decomposition
in n-heptane should be very suitable for estimating kd in polymerizations of
non-polar monomers even in the presence of significant amounts of CO2.

4.4
Propagation

4.4.1
Propagation Rate Coefficients

Propagation rate coefficients for styrene, vinyl acetate, and various acrylates and
methacrylates were determined by the so-called PLP-SEC technique, which com-
bines pulsed-laser-initiated polymerization (PLP) with subsequent polymer anal-
ysis via size-exclusion chromatography (SEC). The PLP-SEC experiment mea-
sures the product of propagation rate coefficient, kp, and monomer concentra-
tion, cM:

L1�t0 � kp � cM �2�

The experimentally accessible quantities in Eq. (2) are the time between two suc-
cessive laser pulses, t0, and the number of propagation steps between two subse-
quent laser pulses, L1, as obtained from SEC. In bulk polymerizations, cM is iden-
tified with overall monomer concentration. In solution experiments, in particular
in situations where the solvent power of the monomer is rather different from that
of the solvent, the relevant monomer concentration at the site of the free-radical,
cM,loc, may differ from the analytically determined overall monomer concentration
in the solution, cM,a. One may think of the two limiting situations that either (1)
the relevant monomer concentration is given by cM,a and differences in bulk and
solution kp·cM are assigned to changes in propagation rate coefficient (to a solu-
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tion quantity kp,app) or (2) the propagation rate coefficient is the same for bulk and
solution polymerization, kp = kp,kin, and variations in kp·cM are due to changes in
effective monomer concentration, with the solution value being assigned as cM,loc.
The limiting situations are indicated in Eq. (3):

kp � cM � kp�app � cM�a � kp�kin � cM�loc �3�

Variations in kp·cM observed upon changing the molecular environment of the
free-radical chain end may also result from variations in both kp and cM. In
what follows, experimental data will be presented which were derived according
to the relation kp·cM = kp,app·cM,a. As will be seen below, there are good argu-
ments that the observed changes in kp·cM actually are changes in monomer
concentration. The apparent propagation rate coefficient, kp,app, is calculated
from L1/t0 with the analytical overall monomer concentration, cM,a. For details
on the PLP-SEC technique the reader is referred to, e.g., Beuermann et al. [22].
The influence of CO2 concentration on propagation rate was determined for
methyl methacrylate (MMA) and butyl acrylate (BA) [22]. Results for both
monomers are presented as relative propagation rate coefficients, kp,app/kp,bulk,
plotted vs relative monomer concentration, cM,CO2

/cM,bulk in Fig. 4.5. Starting
from bulk polymerization, cM,CO2

/cM,bulk = 1, kp,app/kp,bulk decreases steadily to
values of 0.6 at around cM,CO2

/cM,bulk = 0.5. A further reduction toward even low-
er cM,CO2

/cM,bulk is not seen.
In addition to BA and MMA homopolymerizations, kp,app at a relative monomer

concentration of cM,CO2
/cM,bulk = 0.6 corresponding to 40 wt% CO2 was determined

for various other monomers. The results are listed in Table 4.1. With the exception
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Fig. 4.5 Variation of the propagation rate coefficient kp,app with
monomer concentration, cM,CO2

, for MMA and BA homopolymeriza-
tions in CO2. Propagation rate coefficient and monomer concentrations
are given relative to the bulk polymerization values, kp,bulk and cM,bulk,
respectively. (Reprinted with permission from [22]).



of styrene, vinyl acetate (VAc), and hydroxypropyl methacrylate (HPMA) polymer-
izations, for which no CO2-induced variation in kp,app was seen, a reduction in
kp,app in the presence of CO2 was found. For alkyl acrylates and alkyl methacry-
lates, the CO2 influence on kp,app is most pronounced for the methyl ester. The
longer the alkyl ester group the smaller is the variation in kp,app. On the other
hand, for methacrylates with cyclic or bridged ester groups, such as glycidyl meth-
acrylate (GMA), cyclohexyl methacrylate (CHMA), and iso-bornyl methacrylate
(iBoMA), the CO2 influence is largest for the most bulky iso-bornyl ester group
(see Scheme 4.2), whereas for GMA with the comparatively small glycidyl ester
group a rather minor reduction in kp,app, by 13%, is found.

To gain a better understanding of the CO2 influence on kp,app, the pressure and
temperature dependencies of kp,app, with around 40 wt% CO2 being present, were
investigated. Fig. 4.6 presents the temperature dependence of kp,app for BA at
100 MPa and iBoMA at 30 MPa. The full lines were obtained from linear fitting
of the experimental data, and the dashed and dotted lines represent the tempera-
ture dependence of kp,bulk. For a given monomer, the slopes of the Arrhenius fits
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Scheme 4.2

Table 4.1 The ratio of kp,app/kp,bulk, where kp,app refers to polymerizations
in 40 wt% CO2. For further details see text.

Monomer kp,app/kp,bulk Ref.

Methyl acrylate MA 0.60±0.10 a) [23]
Butyl acrylate BA 0.65±0.05 a) [22]
Dodecyl acrylate DA 0.75±0.05 [23]
Methyl methacrylate MMA 0.65±0.05 a) [22]
Butyl methacrylate BMA 0.78±0.05 a) [23]
Dodecyl methacrylate DMA 0.83±0.05 a) [23]
Glycidyl methacrylate GMA 0.87±0.05 a) [23]
Cyclohexyl methacrylate CHMA 0.75±0.05 [23]
iso-Bornyl methacrylate iBoMA 0.60±0.05 [23]
Styrene S 1±0.05 [23]
Vinyl acetate VAc 1±0.05 [23]
Hydroxypropyl methacrylate HPMA 1±0.05 [24]

a) The number differs slightly from the previously published value [25],
which changes results from additional experimental data that became
available and from a modification of the data evaluation mode.



for reactions in bulk and in the presence of 40 wt% CO2 are identical within experi-
mental accuracy. The same behavior was found for GMA, CHMA, and dodecyl ac-
rylate (DA). Investigations into the pressure dependence of kp,app for BA [26],
methyl acrylate (MA), DA, CHMA, and GMA [23] showed that the activation vol-
ume �V#(kp,app) is also not influenced by the presence of 40 wt% CO2. The finding
that both activation parameters, �V#(kp,app) and EA(kp,app), are not affected by CO2,
suggests that the CO2-induced variation of propagation rate is not an intrinsic ki-
netic effect in the sense that the propagation rate coefficient varies. Thus, according
to Eq. (2), local monomer concentration, cM,loc, is assumed to be lower than the
analytical overall monomer concentration, whereas kp,kin should be more or less
identical to kp,bulk.

The occurrence of differences between cM,loc and overall monomer concentra-
tion, cM,a, is at least partly due to differences in solvation of polymer segments
by CO2–monomer mixtures and by the pure monomer. The segment-solvent inter-
actions compete with intramolecular interactions of polymer segments. Along
these lines, the observed effects of CO2 on acrylate and methacrylate kp,app may
be understood as an indication of effects on cM,loc resulting from enhanced inter-
actions between polar polymeric segments and from a simultaneous weakening of
segment-solvent interactions. As a consequence, cM,loc will be lower than cM,a. This
argument is consistent with the experimental finding that no reduction in kp,app

occurs (1) for systems where polar intersegmental interactions are absent, as in
the case of styrene polymerization, and (2) for situations where CO2 has a solvent
power for polymer segments which is not too far below that of the associated mono-
mer. The latter situation seems to apply in the case of vinyl acetate polymerization.

It should further be noted that, even for monomers where kp,app is below
kp,bulk, this difference may become smaller or may disappear if low-molecular-
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Fig. 4.6 Temperature dependence of kp,app for BA and iBoMA homo-
polymerizations in CO2 and in bulk. The dashed line for kp,bulk of BA is
extrapolated from [27]. The dotted line for kp,app of iBoMA is extra-
polated from [28]. For further details see text. (Reprinted with
permission from [23], copyright Wiley-VCH).



weight polymer is produced in the PLP-SEC experiments, as is the case when
high laser pulse repetition rates are used. For example, the MMA data contained
in Fig. 4.5 and Table 4.1 refer to polymerizations where L1 is at least 56 000 g
mol–1 [22]. Van Herk et al. reported for MMA that kp,app is not affected for reac-
tion conditions at which L1 is around 10000 g mol–1 [29]. Such low-molecular-
weight poly(methyl methacrylate) shows better solubility in the monomer-scCO2

mixture than high-molecular-weight material. Moreover, the tendency of low-
molecular-weight polymer to form coils is less pronounced, which may disfavor
intramolecular segment-segment interactions. As a consequence, cM,loc and cM,a

should differ to a smaller extent for low-molecular-weight material.
The differences in CO2 influence on kp,app within one monomer family, e.g.,

within the acrylate or methacrylate families, as listed in Table 4.1, are assigned
to the different shielding capabilities of the ester groups [23]. The long flexible
alkyl ester groups may significantly shield carbonyl groups, thus reducing intra-
polymer interactions of polar segments to a larger extent than is the case with
small alkyl ester groups. As a consequence, the reduction in kp,app upon the ad-
dition of CO2 should be less pronounced for (meth)acrylates with larger n-alkyl
groups, which is indeed what is experimentally observed. Comparison of kp,app/
kp,bulk values of acrylates and methacrylates with identical alkyl ester group (Ta-
ble 4.1) indicates that this reduction is smaller for methacrylates, which may be
understood as being due to some additional shielding action of the �-methyl
group at the poly(methacrylate) backbone.

As can be seen from Table 4.1, the correlation between the impact of CO2 on
kp,app and ester size may not be transferred to cyclic esters. For the two mono-
mers with smaller ester size, GMA and CHMA, a lower CO2-induced reduction
of kp,app is seen than with iBoMA. The unexpectedly small difference between
GMA polymerizations in bulk and those in solution in CO2 suggests that solu-
bility arguments play a major role with this monomer. Presumably as a conse-
quence of the oxygen-containing ring, poly(glycidyl methacrylate) exhibits a sig-
nificantly higher solubility in CO2 than alkyl methacrylate polymers [30], which
is indicative of favorable interactions between GMA segments and CO2. There-
fore, only small differences between cM,loc and cM,a occur for GMA polymeriza-
tions in solution in CO2. The situation should be similar to the one observed
for VAc-polymerization [23], where kp,app in bulk and in solution of CO2 is the
same because of the remarkable solubility of poly(vinyl acetate) (PVAc) in CO2

[31]. The significant lowering of kp,app/kp,bulk in the case of iBoMA is attributed
to a relative enhancement of CO2 concentration at the free-radical site, which
occurs because the small linear CO2 molecules fit more easily into the rigid and
crowded structure around the macroradical chain. Based on the observed
changes of propagation rate in the presence of CO2, MMA and iBoMA homo-
propagation has recently been studied for a wide variety of solvents [32]. The
message from these studies is that the addition of solvents may vary kp,app to
significant extents, but results in no change of EA(kp,app). The solvent-induced
changes in kp·cM were assigned to local monomer concentration effects rather
than to effects on the propagation rate coefficient. kp,app for solution polymeriza-
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tions was found to be linearly correlated with the difference in molar volumes
of monomer and solvent molecules.

4.4.2
Reactivity Ratios

As has been shown above, the CO2-induced reduction in kp,app amounts up to
about 40%. It is interesting to see whether reactivity ratios, which determine co-
polymer composition, may also be affected by the addition of scCO2. Special at-
tention has been paid to copolymerization of such monomer pairs for which
homopolymerization kp,app values are affected by CO2 in different ways, such as
styrene-(meth)acrylate systems. In addition, acrylate-(meth)acrylate copolymeri-
zation systems were studied.

According to the terminal model, the composition of binary copolymers is de-
termined by the reactivity ratios ri and by the composition of the monomer mix-
ture via Eq. (4) [33]:

F1 � r1f 2
1 � f1f2

r1f 2
1 � 2f1f2 � r2f 2

2
with ri � kp�ii�kp�ij�i � 1� 2 and i �� j� �4�

where F1 is the mole fraction of monomer 1 in the copolymer, f1 and f2 are the
mole fractions of monomers 1 and 2, respectively, in the monomer feed, kp,ii is
the homopropagation rate coefficient of monomer i, and kp,ij the cross-propaga-
tion rate coefficient for adding monomer j to a propagating radical terminating
in an i unit. Fig. 4.7 shows data for styrene (S)-butyl acrylate (BA) copolymeriza-
tions at 80 �C and 30 MPa carried out in both 40 wt% scCO2 and in bulk. Copoly-
mer composition of samples from reaction to low degrees of monomer conversion

4.4 Propagation 67

Fig. 4.7 Copolymer composition data (left) and 95% joint confidence
intervals (right) obtained for styrene-BA polymerizations in two
solvents and in bulk [34].



was determined by 300 MHz 1H NMR spectroscopy. In addition, data for S-BA co-
polymerizations in toluene (40 wt%) at 80 �C and ambient pressure are included
[34]. The copolymerization diagram on the left hand side of Fig. 4.7 indicates that
the styrene copolymer content, FS, does not depend on whether the reaction is car-
ried out in bulk or in solution in scCO2 or in toluene. The entire set of composi-
tion data may be represented by a single fit to Eq. (4). The fitting procedure yields
rS and rBA values. These reactivity ratios were determined for the individual data
sets of each system and for the combined data set. The resulting 95% joint confi-
dence intervals [35] for rS and rBA are plotted on the right hand side of Fig. 4.7. The
ri values for reactions in bulk, in toluene, and in scCO2 are not significantly differ-
ent. Similar observations have been made for S-MMA, S-BMA, S-DMA [34],
S-GMA [30], MA-DA, and for DA-DMA copolymerizations [38]. This observation
suggests that the reactivity ratios which are available for a wide variety of systems
are well applicable for predicting copolymer composition for fluid systems con-
taining significant amounts of CO2.

The finding that reactivity ratios are not influenced by adding CO2, even in
cases where the associated homopropagation rate coefficients are affected to dif-
ferent extents by the presence of CO2, is understood by assuming that CO2 may
affect cM,loc, but leaves kp,kin unchanged. The sum of local concentrations of the
two monomers may differ from total overall concentration in the presence of
significant amounts of CO2. In the case that both monomers are, however, of
similar solvent quality for the copolymer, their relative amounts should be the
same in both the local environment of the free-radical chain end and in the
overall system irrespective of CO2 content. As a consequence, the reactivity ra-
tios should be the same in different solvent environments including the situa-
tion of the monomer mixture being considered as one particular type of solvent
environment.

In summary, the propagation rate coefficients for bulk free-radical polymeriza-
tion may be used to model polymerizations with significant amounts of CO2 in
cases where the monomer is non-polar, where the polymer is soluble in scCO2,
or where polymer molecular weight is not too high. Because of the limited solu-
bility of most common high-molecular-weight polymers, solution polymeriza-
tions in fluid CO2 target low-molecular-weight material, e.g., polymeric binders
for coating applications at number average molecular weights of or even below
4000 g mol–1 [2]. As such low-molecular-weight polymer is mostly rather readily
soluble, and as coiled structures (in which intersegmental interactions may give
rise to cM,loc being different from cM,a) will not develop, significant effects of
adding CO2 on either kp or on cM are not to be expected. Thus, modeling of
polymerizations to low-molecular-weight material may be carried out using ana-
lytical monomer concentrations cM,a and the extended kp data sets deduced from
PLP-SEC studies of bulk homo- and copolymerizations [36]. For polymerization
to high-molecular-weight material of polar monomers, the solvent power of
scCO2 for the polymer being poor, the analysis given above should be used and
cM,loc and kp values should be introduced into a detailed modeling. Reactivity ra-
tios appear to be insensitive toward solvent environment. Thus bulk ri values
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are suitable for modeling copolymer composition in fluid-phase polymerization
with significant amounts of CO2. It should, however, be noted that this insensi-
tivity of copolymer composition toward the presence of CO2 does not necessarily
hold for copolymerization propagation rate. Even if the co-propagation rate coef-
ficients (which should be described via the implicit penultimate unit effect
(IPUE) model [39]) are identical for bulk and solution experiments, local mono-
mer concentration of the monomers may deviate from the analytical overall con-
centrations and thus may affect propagation rate. First studies into such effects
have already been carried out [5, 6, 38]. According to the above arguments for
homopolymerization, these effects will be of minor importance in the case of
polymerization to low molecular weight, which is probably the technically most
relevant situation.

4.5
Termination

In contrast to chemically controlled propagation, the termination reaction is dif-
fusion controlled throughout the entire range of monomer conversions. It is to
be expected that termination rate coefficients may increase upon addition of
CO2, as the viscosity is lowered relative to bulk polymerization. In addition to
the dependence on temperature, pressure, and degree of monomer conversion,
termination rate coefficients, as is generally accepted, are affected by the chain
lengths i and j of the two terminating radicals, which is represented by the no-
tation kt(i,j) [39]. Powerful methods for studying chain-length-dependent termi-
nation have emerged during recent years [40–42], but have mostly been applied
to bulk polymerizations. For estimating rates of polymerization and molecular
weights, the chain-length-averaged termination rate coefficient, �kt	 has proven
to be a useful quantity. In what follows, we will report on the influence of
scCO2 on �kt	 of acrylate, methacrylate, and styrene homopolymerizations.

Termination kinetics were studied using the SP–PLP technique, which com-
bines single-pulse initiation of polymerization with in-line NIR-spectroscopic de-
tection of monomer concentration, cM(t). Time-resolution of the measurement
of monomer concentration may be as low as a few microseconds, and the time
interval for analysis may be extended up to a few seconds after firing the laser
pulse at t = 0.

cM�t�
c0

M
� �2 � �kt	 � c0

R � t � 1��kp�2�kt	 �5�

Equation (5), in which cM
0 and cR

0 are the monomer concentration and the
pulse-induced initial radical concentration at t = 0, respectively, is used for fitting
the experimental monomer concentration vs time traces to yield the parameters
�kt	/kp and �kt	·cR

0 . If kp is known from independent PLP–SEC experiments, �kt	
is obtained as a function of monomer conversion from successive SP–PLP ex-
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periments, each covering a very small monomer conversion interval, typically
far below one per cent. This allows for a point-wise probing of termination ki-
netics over extended ranges of monomer conversion. Details of the experimental
procedure and of the evaluation method are given elsewhere [9, 43]. The meth-
od is particularly well suited for the analysis of termination of rapidly propagat-
ing and slowly terminating monomers. To study termination kinetics of meth-
acrylates and styrene, which are low kp-high kt monomers, chemically initiated
polymerizations were carried out in which in-line FT-NIR spectroscopy was used
to monitor monomer conversion as a function of polymerization time [10]. For
such chemically initiated polymerizations, �kt	 is obtained via the polymeriza-
tion rate expression, Eq. (6), with kp and the initiator decomposition rate coeffi-
cient, kd, together with initiator efficiency f, being known from independent ex-
periments [44]:

Rp � � dcM

dt
� cM � kp � f � kd � c1

�kt	
� �0�5

�6�

Shown in Fig. 4.8 is the conversion dependence of �kt	 as determined via SP–
PLP for MA and DA homopolymerizations at 40 �C and 100 MPa both in bulk
and in solution of 40 wt% CO2. The pressure and temperature conditions were
chosen such as to yield excellent signal-to-noise quality of the monomer concen-
tration vs time (after firing the laser pulse) traces. For in-depth mechanistic
studies, so-called mid-chain radicals have to be accounted for [45]. However, the
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Fig. 4.8 Conversion dependence of chain-length-averaged termination
rate coefficients, �kt	, for DA and MA homopolymerization in bulk and in
solution containing 40 wt% CO2 at 40 �C and 100 MPa. The �kt	 values
are calculated from �kt	/kp by using the kp,app values presented in the
previous section. (Reprinted from S. Beuermann, M. Buback, Progr.
Polym. Sci. 2002, 27, 191–254, with permission from Elsevier).



influence of mid-chain radical propagation on the effective propagation rate
coefficient is minor at significant monomer concentrations. A detailed discus-
sion is provided by Asua et al. [45].

The data on the left hand side of Fig. 4.8 demonstrate that �kt	 of DA is con-
stant over the extended conversion range under investigation. It is primarily be-
cause of the cosolvent action of the monomer that polymerization in the pres-
ence of a significant amount of CO2 may be carried out up to fairly high conver-
sion, at least up to 60%, and thus up to high polymer contents. Bulk DA poly-
merization in homogeneous phase may be run to even higher conversion. The
remarkable point to note from Fig. 4.8 is that �kt	 is invariant toward monomer
conversion, although viscosity increases significantly with polymer content. On
the other hand, �kt	 greatly increases (by a factor of eight) upon replacing part
of the DA monomer by CO2.

In clear contrast to the situation with DA, no difference between the bulk
and the solution data (with 40 wt% CO2) is seen for methyl acrylate (MA)
homopolymerization at monomer conversions up to 20% (right hand side of
Fig. 4.8). The difference in �kt	 behavior between DA and MA homopolymeriza-
tions is considered to be due to the shielding action of the dodecyl group in
DA, which is much more effective than that of the methyl group in MA. Under
the conditions where termination is under segmental control [46], the process
of segment reorientation of two entangled macroradicals determines termina-
tion rate (rather than the process of two radicals getting into this entangled situ-
ation by the so-called translational diffusion process). The relevant viscosity for
segmental diffusion is determined by the intra-coil medium, i.e. by monomer
viscosity in the case of bulk polymerizations and by the viscosity of the mono-
mer/solvent mixture in the case of solution polymerizations. Translational diffu-
sion, on the other hand, is essentially determined by the concentration and type
of polymer which is contained in the polymerizing mixture. In addition to in-
tra-coil viscosity, the shielding effects of units that sit close to the radical func-
tionality may affect segmental diffusion. Because of the significant shielding ac-
tion by the dodecyl group, entanglement of two DA macroradicals does not nec-
essarily result in termination, and the two radicals may become separated be-
fore the two radical functionalities have approached each other. With CO2

added, the intra-coil viscosity is significantly reduced, which enormously en-
hances the potential of the entangled radicals to explore their immediate envi-
ronment and bring the radical functionalities into close contact. The enhanced
mobility is thus associated with an increase in �kt	. A different situation applies
with MA. Because of the poor shielding potential of the methyl group, entangle-
ment of two MA macroradicals mostly results in a successful termination event.
As a consequence, lowering intra-coil viscosity by adding CO2 will not result in
any further enhancement of termination probability.

Studies into �kt	 values for methacrylate homopolymerizations were carried
out on MMA and DMA at 80 �C and 30 MPa in both bulk and solution with 40
wt% CO2 present [38]. For both monomers, the measured conversion depen-
dence of �kt	 is depicted in Fig. 4.9. In the conversion range under investigation,
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which however is not very extensive for MMA, �kt	 is independent of the degree
of monomer conversion. Other than with the associated members of the acry-
late family (Fig. 4.8), both methacrylates exhibit almost the same increase in �kt	
(by about a factor of four) in going from bulk polymerization to the solution po-
lymerization with 40 wt% CO2 present. This finding suggests that the shielding
effect is controlled by the �-methyl group located in close proximity to the radi-
cal functionality rather than by the size of the alkyl ester group.

For styrene polymerizations carried out at 80 �C and 30 MPa with CO2 con-
tents up to 40 wt%, even larger enhancements in �kt	, by up to one order of
magnitude, have been reported to occur upon the addition of CO2 [10]. How-
ever, the activation parameters for 40 wt%, EA(�kt	) and �V#(�kt	), are more or
less identical to the corresponding bulk polymerization data [5, 10]. The in-
crease in �kt	 essentially occurs in the region up to 10 wt% CO2. Further in-
crease in CO2 content does not result in any significant change of �kt	. Changes
in solvent quality may be responsible for the pronounced effects on �kt	. Lower
solvent quality may be associated with the formation of more tightly coiled poly-
meric species, including more tightly coiled macroradicals which terminate at a
higher rate [47]. Similar arguments have been used in the discussion of free-
radical polymerizations in conventional solvents [47]. The quantitative analysis
of the effects of CO2 addition on �kt	 would certainly benefit from further inde-
pendent experiments into polystyrene coil size and mobility at various CO2 con-
tents.

In summary, the influence of CO2 on the termination kinetics strongly de-
pends on the monomer and may not be generalized, with the exception of
methacrylates, for which an enhancement of �kt	 by a factor of 4 was found.
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Fig. 4.9 Conversion dependence of �kt	 for DMA and MMA homo-
polymerizations in bulk and with 40 wt% CO2 at 80 �C and 30 MPa.
The data are derived from chemically initiated polymerizations.



4.6
Chain Transfer

For polymerizations in scCO2 it is particularly important to be able to limit poly-
mer molecular weight, as the range for polymerization in homogeneous fluid
phase is significantly enhanced for reactions that yield lower molecular weights.
An efficient way of controlling molecular weight is by adding chain-transfer
agents (CTAs). To do this, it is important to know whether and to which extent
chain-transfer rate coefficients, ktr, are influenced by the presence of CO2. The
influence of CO2 on ktr values for the conventional CTA dodecyl mercaptan
(DDM), of the MMA trimer, and of the catalytic CTA bis(borondifluoro diphe-
nylglyoximato) cobaltate (CoPhBF) (see Scheme 4.3) were studied in MMA and
in styrene homo- and copolymerizations [48].

ktr may be measured by the well-known Mayo method [49], in which ktr/kp is
derived from Mn values. For relatively low-molecular-weight polymers it may be
difficult to determine accurate Mn values because of significant uncertainties of
SEC associated with end-group effects [50] due to the loss of low-molecular-
weight material during the polymer isolation procedure, residual monomer, or
CTA with low volatility, e.g., DDM remaining with the polymer sample. Thus, it
was decided to use the chain-length distribution (CLD) method for determina-
tion of the chain-transfer constant CT, where CT = ktr/kp. Details of the CLD
method have been presented in references [51–53]. In contrast to the Mayo
method, only sections of the MWD at moderate and high molecular weights are
used for analysis, which reduces or even eliminates the above-mentioned prob-
lems. Within the CLD method, the MWDs obtained as w(log M) from SEC anal-
ysis were transformed into the natural logarithm of the number distribution,
ln f(M). The slope of the linear ln f(M) vs M correlation in the region of the
peak molecular weight is plotted as a function of the ratio of CTA and mono-
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mer concentrations, cCTA/cM. After the discussion of local monomer concentra-
tions in the Section 4.4, the question arises which monomer concentration
should be used. According to the above arguments, the relative amounts of CTA
and of monomer should not be changed by the presence of CO2. Therefore, it
is assumed that the overall concentrations of CTA and monomer should provide
good estimates for the data evaluation.

As anticipated for a chemically controlled reaction, CO2 has only a minor in-
fluence on the rate coefficient for chain-transfer to DDM and to the MMA tri-
mer in MMA and styrene homo- and copolymerizations. Going from bulk poly-
merization to solution polymerization with 40 wt% CO2 present enhances CT

by about 10%, but leaves the associated activation volume, �V#(CT), unchanged
[48]. As pointed out in the previous section, the observed lowering of kp,app

upon increasing CO2 content is no true kinetic effect, and the propagation rate
coefficient kp,kin most likely remains unaffected by the presence of CO2. Thus,
ktr for DDM and for the MMA trimer should not be significantly varied by the
presence of CO2.

Chain transfer with CoPhBF acting as the CTA is a catalytic process. The re-
action mechanism is represented by Scheme 4.4 below [50, 54].

First, an H-atom is transferred from the macroradical Rn to the Co(II)-com-
plex forming a polymer molecule Pn with a terminal double bond and a Co(III)-
complex. In the subsequent step, re-initiation occurs via hydrogen transfer
from the Co(III)-complex to a monomer molecule, thus generating a radical of
chain length 1. Studies into MMA homopolymerization revealed that the CT of
CoPhBF is significantly enhanced by the presence of CO2. Fig. 4.10 shows the
pressure dependence of CT measured for MMA polymerizations at 80 �C in bulk
and in the presence of 40 wt% CO2. The data point for ambient pressure is in
very satisfactory agreement with the literature values [55]. CT data for polymer-
ization in CO2 are higher than those for bulk, e.g., by 50% at 30 MPa. As
pointed out above, the true propagation rate coefficient should not be affected
by the presence of CO2. The observed enhancement of CT thus suggests an in-
crease by about 50% for the ktr of CoPhBF upon adding 40% CO2 to the reac-
tion mixture.

In addition to the data summarized above, the CO2 influence on CT for
CoPhBF in MMA polymerizations has recently been studied by Davis and co-
workers [57] at, however, quite different reaction conditions, i.e. 50 �C, 150 MPa,
with a CO2 content of 80%. An enhancement of CT by approximately one order
of magnitude compared to polymerizations in solution in toluene was reported.

Fig. 4.10 indicates that the fitted straight lines for the pressure dependence of
CoPhBF CT in bulk and in solution with 40 wt% CO2 have slightly different
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slopes. The bulk data were fitted without consideration of the data point ob-
tained for bulk polymerizations at 100 MPa, because under these conditions
polymerizations may proceed very quickly, and gel-effect conditions may have
been reached under which polymer molecular weight may be influenced by ef-
fects other than the action of the CTA. As has been pointed out in the section
on propagation rate, �V#(kp) is not affected by the presence of CO2. Thus, with
�V#(kp) = –16 cm3 mol–1, as measured for MMA polymerizations [36], an activa-
tion volume of �V#(ktr ) = (29±2) cm3 mol–1 is obtained for polymerizations in
40 wt% CO2. This value is close to the activation volume of kt observed for
MMA bulk polymerizations [58, 59].

The results in this section indicate that chemically controlled transfer reac-
tions, such as with DDM or with the MMA trimer, are adequately represented
by the rate coefficients reported for bulk polymerization. Catalytic chain transfer
processes, as with CoPhBF, are speeded up by the presence of CO2.

4.7
Conclusions

Propagation rate is moderately influenced by CO2. Reductions by up to about
40% compared to the propagation rate of the respective bulk polymerizations
have been found. Such effects have been considered to be due to local monomer
concentration at the free-radical site being different from the overall monomer
concentration determined by analysis in the case of solution polymerizations
with significant amounts of CO2. Studies into reactivity ratios provide no evi-
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Fig. 4.10 Pressure dependence of the chain-transfer constant for MMA
homopolymerizations in bulk and in 40 wt% CO2 at 80 �C.
Literature data were taken from [55, 56].



dence for any effect of CO2 content. The rate coefficients for chemically con-
trolled chain transfer are also insensitive to CO2 content, whereas the catalytic
chain transfer with the Co(II) complex is faster by about 50% in the presence of
40 wt% CO2 than in bulk MMA polymerization. The CO2 content may largely
influence the diffusion-controlled termination reaction, this effect being strongly
dependent on the particular type of monomer and on the mode of termination
rate control [46]. A large effect is seen for DA at monomer conversions, at least
up to 60%, in which range the presence of 40 wt% CO2 gives rise to an en-
hancement of chain-length averaged kt by a factor of eight. The reported rate
coefficients are useful for modeling polymerizations of conventional monomers
in the presence of CO2. They have also been successfully used in modeling
MMA dispersion polymerization experiments in CO2 [60].
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Notation

Chemicals
AIBN azo-bis-isobutyronitrile
BA butyl acrylate
BMA butyl methacrylate
BPPP bis(perfluoro-2-N-propoxypropionyl) peroxide
BTMHP bis(3,5,5-trimethylhexanoyl) peroxide
BzMA benzyl methacrylate
CBr4 carbon tetrabromide
CHMA cyclohexyl methacrylate
CO2 carbon dioxide
CoPhBF bis(borondifluoro diphenylglyoximato) cobaltate
CLD chain-length dependence
CTA chain-transfer agent
DA dodecyl acrylate
DDM n-dodecyl mercaptan
DMA dodecyl methacrylate
DOP dioctanoyl peroxide
DTBP di-tert-butyl peroxide
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FT-NIR Fourier transform near infrared
GMA glycidyl methacrylate
HPMA 2-hydroxypropyl methacrylate
iBoMA iso-bornyl methacrylate
IPUE implicit penultimate unit model
M monomer
MA methyl acrylate
MMA methyl methacrylate
NMR nuclear magnetic resonance
PLP pulsed laser polymerization
PVAc poly(vinyl acetate)
S styrene
sc supercritical
SEC size-exclusion chromatography
SP-PLP single-pulse pulsed laser initiation
TAPP tert-amyl peroxypivalate
TBPA tert-butyl peroxyacetate
TBPP tert-butyl peroxypivalate
TBPO tert-butyl peroxy-2-ethylhexanoate
VAc vinyl acetate

Symbols
cCTA chain-transfer agent concentration (mol L–1)
cI initiator concentration (mol L–1)
cM monomer concentration (mol L–1)
cM

0 initial monomer concentration (mol L–1)
cM,a analytical (overall) monomer concentration (mol L–1)
cM,CO2

monomer concentration in solution of CO2 (mol L–1)
cM,loc local monomer concentration (mol L–1)
cPO peroxide concentration (mol L–1)
cR radical concentration (mol L–1)
cR

0 radical concentration generated by a single laser pulse (mol L–1)
CT chain-transfer constant
EA activation energy (kJ mol–1)
ET

N Dimroth-Reichardt parameter
f initiator efficiency
fi molar ratio of comonomer i in the mixture
Fi molar fraction of monomer i in the copolymer
f(M) number molecular weight distribution
i chain length
k1 primary dissociation rate coefficient (s–1)
k2 recombination rate coefficient (s–1)
k3 decarboxylation rate coefficient (s–1)
kd initiator decomposition rate coefficient (s–1)
kdiff out-of-cage diffusion rate coefficient (s–1)
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kp propagation rate coefficient (L mol–1 s–1)
kp,ii homopropagation rate coefficient (L mol–1 s–1)
kp,ij crosspropagation rate coefficient (L mol–1 s–1)
kp,app apparent propagation rate coefficient (L mol–1 s–1)
kp,bulk propagation rate coefficient of bulk polymerization (L mol–1 s–1)
kp,kin true kinetic propagation rate coefficient (L mol–1 s–1)
kt termination rate coefficient (L mol–1 s–1)
�kt	 chain-length averaged termination rate coefficient (L mol–1 s–1)
kt(i,j) termination rate coefficient as a function of chain

lengths i and j (L mol–1 s–1)
ktr chain-transfer rate coefficient (L mol–1 s–1)
L1 number of propagation steps between two

successive laser pulses
Mn number average molecular weight (g mol–1)
MW molecular weight (g mol–1)
MWD molecular weight distribution
p pressure (MPa)
Pn polymer molecule of chain length n
ri reactivity ratio of monomer i
Rn radical of chain length n
Rp rate of polymerization (mol L–1 s–1)
si radical reactivity of monomer i
t time (s)
T temperature (K)
Tc critical temperature (K)
t0 time between two laser pulses (s)
�V# activation volume (cm3 mol–1)
w(logM) weight fraction of polymer with molecular weight M
wt% weight percentage (%)
x monomer conversion
xmax maximum monomer conversion accessible in

homogeneous phase
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Thierry Meyer, Sophie Fortini, and Charalampos Mantelis

5.1
Introduction

Chemical reactions in supercritical fluids (SCF) have been extensively studied
during the past 30 years. Although many of these studies have been performed
on a small scale (< 60 mL), recent developments tend to attain the liter scale in
order to gain engineering as well as chemical and physical information. To carry
out chemical reactions on an industrial scale requires a detailed and compre-
hensive understanding of the energetics of exothermic reactions. The develop-
ment of an intrinsically safe process requires data on kinetics, physicochemical
properties, thermicity, and safety aspects [1].

The monitoring of chemical reactions is necessary to obtain reliable chemical
information on the one hand and to control process parameters on the other. It
is often observed that measured quantities are strongly dependent on the meth-
odology and the operating conditions used. Thus, it is mandatory to master the
operating conditions in such a manner that measured parameters can be deter-
mined in controlled and desired conditions. The monitoring is generally not a
single stand-alone observation, but is composed of several individual techniques
coupled or linked together.

On-line monitoring of chemical reactions encompasses “on-stream” and “on-
reactor” applications of analytical methods to

� monitor the evolution of the chemical composition of a reaction mixture,
� identify process-related chemical species,
� quantify the concentration of reaction ingredients, products, and by-products.

On-line analysis of physical parameters, such as temperature, pressure, volume,
density, etc., may also reflect the extent of a chemical reaction in addition to re-
vealing the state of the reactor.
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* The symbols used in this chapter are listed at the end of the text, under “Notation”.



On-line monitoring and control of chemical reactions helps to

� guarantee and improve product quality and consistency,
� ensure safe reactor operation by monitoring the process and reactor

parameters,
� increase the efficiency of the process,
� save time for analysis and sampling,
� understand the fundamentals of the chemical reaction itself.

This chapter will concentrate on monitoring techniques applied to polymeriza-
tion reactions in supercritical fluids. Different available techniques will be dis-
cussed, ending with the coupling of analytical and calorimetric measurements.
This kind of coupling could be one solution to the problem of simultaneous
evaluation of physicochemical properties, kinetic data, and engineering informa-
tion such as heat transfer and thermicity.

5.2
On-line Analytical Methods Used in SCF

Because of the rapidly growing number of reactions which can be carried out in
supercritical fluids, there is an increasing demand for in situ techniques to
monitor the course of chemical syntheses in these reaction media. There is a
growing need to have efficient analytical techniques in order to determine
chemical properties (like concentration and chemical species), physicochemical
parameters (like heat capacities, conductivity, density, refractive index, and solu-
bility), thermodynamical information (like phase behavior and boundaries, parti-
tioning, and critical points) and/or engineering information (like transfer phe-
nomena, mixing, and scale-up).

5.2.1
Spectroscopic Methods

Spectroscopic methods are often used as in-line or off-line analytical tools to
identify chemical species or determine chemical concentrations. Optical spec-
troscopy may cover the entire spectral range of wavelengths from the ultraviolet
(UV, �> 10 nm) to the infrared (IR, �< 1 mm). Spectra can be recorded in either
absorption (UV, Vis, NIR, IR) or emission (IR, Raman, fluorescence). These
methods are used in supercritical media and especially, but not exclusively, in
supercritical carbon dioxide (scCO2).

5.2.1.1 FTIR
Fourier Transform Infrared Spectroscopy (FTIR) is often used in high-pressure
cells to obtain time-resolved absorption bands evolving during the course of the
reaction. The spectral information is recorded in the time domain as an interfer-
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ogram first, and the Fourier transformed into the frequency domain. The specif-
ic advantages are excellent sensitivity at fast spectral acquisition and the capabil-
ity to simultaneously monitor the variation of absorption bands. One of the first
systems, developed in the 1980s, was connected to a capillary flow injection
analysis as described by Olesik et al. [2]. A larger-scale system was studied by
Kainz et al. [3] in a 200 mL high-pressure reactor equipped with special win-
dows. Their techniques avoids some of the problems frequently encountered
with conventional high-pressure IR cells, such as difficulties in pumping the re-
action medium and inefficient mass transport due to the small path lengths.
Their probe design made the whole set-up more flexible than reactors integrated
with conventional ATR sensors (Attenuation Total Reflection). A typical picture
of time-resolved IR spectra is shown in Fig. 5.1 [4].

Some recent work, by Schneider at al. [5], presents a new type of high-pres-
sure spectroscopy view cell, with a maximal volume of 67 mL, for the investiga-
tion of multiphase reactions. Their set-up allows the quasi-simultaneous mea-
surements of the reactor cell’s upper part by transmission spectroscopy with
variable path length and of the cell’s bottom part by attenuated ATR spectrosco-
py. Phase behavior and spectroscopic measurements are simultaneously possi-
ble, gaining deeper insight into fundamental aspects of heterogeneous or multi-
phase chemical reactions in supercritical fluids. The relatively small size of the
cell may induce some undesired “wall effects” and mixing effects. A comparison
of the FTIR spectra in the gas phase and the ATR measurements in the liquid
phases for the formylation of morpholine with scCO2 are depicted in Fig. 5.2.

It should be noted that FTIR or ATR could give reliable results in terms of
chemical species, concentration, and phase behavior even in CO2-rich media.
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Fig. 5.1 Time-resolved ATR-IR spectra of cyclooctane oxidation in
compressed carbon dioxide showing the region of carbonyl stretching
frequencies. (Reproduced by permission of The Royal Society
of Chemistry [4]).



5.2.1.2 Raman Spectroscopy
Vibrational spectroscopy like Raman or IR is usually quite sensitive to the envi-
ronment of the molecule. Thus, vibrational spectra are excellent probes of con-
ditions within the fluid. Raman experiments usually involve excitation of the
sample by a focused and relatively intense laser beam. The scattered light is
then detected in a direction perpendicular to the laser beam. Raman scattering
is a relatively weak effect, and so this scattered light has to be collected effi-
ciently (this being one of the main challenges). The intensity of the Raman line
is directly proportional to the number of corresponding oscillators in the scatter-
ing volume and the intensity of the illuminating radiation.

Performing IR spectroscopy at elevated pressures is often difficult, since the
most commonly used high-pressure spectroscopic windows, quartz and glass,
strongly absorb IR radiation. This consideration makes Raman spectroscopy an
attractive alternative technique for examining solutions in gaseous and supercri-
tical fluids. In Raman spectroscopy, both the excitation and the scattered radia-
tion are generally in the visible region, allowing the use of more economical
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Fig. 5.2 Comparison of FTIR spectra be-
tween the gaseous (transmission measure-
ments) and the liquid phase (ATR measure-
ments) for the formylation of morpholine
with hydrogen and CO2. In each measuring
mode, spectra were taken before (solid line)
and after (dotted lines) the addition of CO2.

The reaction mixture contained morpholine,
N-formylmorpholine, and water correspond-
ing to a conversion of 50% at 80 �C; hydro-
gen pressure was 5 Mpa. The background
spectrum was measured in nitrogen atmo-
sphere. (Reproduced by permission of
The Royal Society of Chemistry [5]).



glass, quartz, and sapphire windows. Like IR spectroscopy, Raman provides in-
formation concerning the vibrational and reorientational dynamics in a system.

An excellent review on vibrational spectroscopy in supercritical fluids was
published in 1995 by Poliakoff et al. [6]. In the late 1990s, Kessler et al. [7] de-
veloped IR and Raman spectroscopy for the investigation of rapid high-pressure
reactions in optical cells. Raman was preferred to IR for the determination of
the decomposition rate of peroxides under high pressure. They studied the de-
composition of tert-butyl peroxypivalate at pressure up to 180 MPa and tempera-
tures of 90–160 �C. A typical Raman spectrum is presented in Fig. 5.3.

More recently, Blatchford and Wallen [8] examined the utility of Raman and
NMR spectroscopy as a means of following changes in density of SCF solutions.
Their investigation, comparing the area of a Raman band at an arbitrary refer-
ence pressure, showed that any change in the area at subsequent pressures
should reflect a change in the molar amount of material present in the excita-
tion volume, assuming that the other factors that could affect the peak remain
constant. They observed that the Raman integration method provides an excel-
lent means of following the density changes in the system.

5.2.1.3 UV/Vis
UV-Vis spectra are generally highly sensitive but less informative, because they
typically consist of a few broad absorption peaks. Chemical reaction monitoring
using UV-Vis spectroscopy is less common than using other spectroscopic tech-
niques. Two major devices have been developed for supercritical fluids: the fi-
ber-optic and the cell device. Hunt et al. [9] reported the development of a fiber-
optic-based reactor connected directly to a CCD array UV-Vis spectrometer for
in situ determination of reaction rates in scCO2. The cell can be configured
either to study the kinetics of chemical reactions or to determine the rate of dis-
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Fig. 5.3 Raman spectra of terbutyl peroxypivalate in n-heptane [7].



solution and the solubility of compounds in SCF. The domain applicability
range for chemical processes occurring is probably in the order of tens of sec-
onds to several minutes.

Fehrenbacher et al. [10] use a UV-Vis cell to measure directly the turbidity in
the reactor. It allows monitoring the earliest stage of polymerization with suffi-
cient time resolution. They demonstrated that turbidity is practically insensitive
toward multiple scattering of light. Hence, measurements of turbidity as a func-
tion of the incident wavelength may be used to study turbid systems such as po-
lymerization in scCO2. Conventional measurements by static and dynamic light
scattering would be profoundly disturbed by multiple scattering.

Fehrenbacher and Ballauff [11] demonstrated that turbidimetric measure-
ments can be used to monitor the early stage of the dispersion polymerization
of methyl methacrylate (MMA) in scCO2. Turbidimetry is the method of choice
for following the growth of particles out of a homogeneous medium. Using this
methodology, they demonstrated unambiguously that the early stage of polymer-
ization takes place in the continuous phase. Polymerization within the particles
can play no significant role. Hence, the particles can only grow through precipi-
tation of polymer onto their surface. If growing radicals are adsorbed onto a par-
ticle, the polymerization may go on for some time, but this process cannot con-
tribute significantly to the observed rate. In the later stage, where much larger
particles are present and where the concentration of monomer in the homoge-
neous phase has decreased considerably, polymerization can take place within
the particles [12]. They also stated that the stabilization by the macromonomer
stabilizer, polydimethylsiloxane methacrylate (PDMS-MA), is the decisive factor
that determines the critical diameter of the particles and hence their final size.
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Fig. 5.4 Analysis of the kinetics of the dispersion polymerization by
turbidimetric measurements. The turbidimetry measured at different
wavelengths given in the insets is plotted against time [10].



5.2.1.4 NMR
The study of supercritical fluid systems by Nuclear Magnetic Resonance (NMR)
has been accomplished in two ways: the high-pressure probe method and the
high-pressure cell method. At this present stage, no paper on the study of poly-
merization reactions in SCF by NMR could be found. Nevertheless, other reac-
tions have been studied in supercritical media and at extreme conditions [13],
and these can be compared with polymerization reactions.

Hoffmann and Conradi [14] monitored hydrogen exchange reactions in super-
critical media by in situ NMR. They found that higher pressure at constant tem-
perature increases the exchange rate, indicating that hydrogen exchange at
supercritical conditions proceeds via charged intermediates. Wallen et al. [15]
and Blatchford and Wallen [8] used a polymer NMR cell for monitoring density
changes in supercritical fluids. The understanding of the fundamental interac-
tions between surfactants, CO2-philic molecules, and CO2, such as the solvata-
tion structure and dynamics, are crucial to the design and development of CO2-
based processes. This method could be used to determine and compare the den-
sity increase of either a neat gaseous or supercritical fluid system or a solution
in an SCF. Gaemers et al. [16] developed a titanium-sapphire high-pressure cell
for multinuclear magnetic resonance under high pressure or supercritical condi-
tions. A schematic drawing of the cell is presented in Fig. 5.5. They could moni-
tor the chemical shift changes of different species upon reaching the critical
state. This set-up has two important characteristics: simplicity and flexibility of
operation.
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Fig. 5.5 Schematic diagram of the high-pressure
cell [16].



Fisher at al. [17] reported the use of on-line NMR spectroscopy with a flow
probe for supercritical fluid chromatography (SFC) used for reaction monitoring
purposes. They monitored aliphatic amines in scCO2. A typical NMR spectrum
realized both in classical media and in scCO2 is presented in Fig. 5.6.

They concluded that the use of on-line NMR spectroscopy employing an SFC
probe enables the investigation of reactions in supercritical medium.
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Fig. 5.6 NMR spectra of metoprolol recorded in stop-flow SFC mode
and under liquid conditions. (Reprinted with permission from [17],
Copyright (2003) American Chemical Society).



5.2.2
Reflectometry

The operating principle is the measurement of the intensity of light from a light-
emitting diode (He-Ne laser), which is reflected from the end of a fiber immersed
in the medium. The amount of reflected light depends on the difference between
the refractive index of the fiber and that of the medium, which is related to its den-
sity. Avdeev et al. [18] developed this approach for quantitative determination of
refractive index in compressed gases/liquids and for monitoring its evolution in
supercritical reactors. This approach allows the determination of phase bound-
aries of a mixture in a heterogeneous supercritical state. As an example, the on-
line density measurement of CO2 at 9.9 MPa is depicted in Fig. 5.7.

5.2.3
Acoustic Methods

The propagation of small pressure pulses or sound waves is a physical effect
which can be a source of information for single and multiphase systems. Ultra-
sonic methods (between 20 kHz and 100 MHz) are easy to use, safe, non-de-
structive and non-invasive. Morbidelli et al. [19] used this acoustic method, with
success, for the determination of the evolution of conversion in various copoly-
meric systems in the dispersed phase (emulsion polymerization). The same
methodology has been applied to bulk and solution systems by Cavin et al. [20,
21] and Zeilmann et al. [22] for monitoring high-solids content polymerization
of styrene and MMA.
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Fig. 5.7 (a) Signal from three differ-
ent fiber probes showing the varia-
tion with temperature at constant
pressure of 9.9 MPa of pure CO2.
(b) Densities calculated from a com-
pared with NIST values (solid line).
(Reproduced with permission from
American Institute of Physics [18]).



More recently, Oag et al. [23] developed an optical view cell (volume 80–260 mL)
equipped with an ultrasonic sensor to determine phase boundaries and vapor/liq-
uid critical points in supercritical fluids. They observed that acoustic techniques
offer a rapid search algorithm for locating the critical points of single-component
fluids. Even for temperatures several degrees above a critical point, the acoustic
velocity exhibits a minimum when measured as a function of pressure along an
isotherm. They coupled this acoustic method with a shear-mode piezoelectric sen-
sor to determine phase equilibrium and a phase diagram. They indicate the need
to use simultaneous and complementary techniques in determining the phase
diagram and critical points of the mixture relevant to supercritical studies.

5.3
Calorimetric Methods

Most chemical processes are accompanied by temperature changes of the reac-
tion mixture due to the release or consumption of heat during the course of the
reaction. Heat evolution is a definite, reproducible, and directly measurable
characteristic of a chemical reaction. Thermometric and enthalpimetric methods
have been applied to process control and process optimization for many decades
[24]. Only recently has this field been open to supercritical conditions [25].

The heat generated by the reaction is directly proportional to the reaction rate
for simple systems. The interpretation of the thermogram is more complicated
in the case of multiple reactions or simultaneous enthalpic processes such as mix-
ing, dissolution, phase transition, crystallization, etc. Two different calorimetric
methods will be discussed: power compensation and heat flow calorimetry.

5.3.1
Power Compensation Calorimetry

Wang et al. [26] were the first to develop a power compensation calorimeter.
They assumed that heat losses are constant throughout the reaction in order to
link the measured and the generated heat. This can be achieved by maintaining
the outside of the autoclave at a constant temperature that is slightly lower than
that of the reaction. This temperature differential is maintained by the use of a
smaller internal heater whose power can be externally controlled. If an
exotherm occurs, then the system automatically reduces the power supplied to
the internal heater to compensate and to maintain a constant temperature. The
opposite happens when an endotherm occurs.

Their preliminary experimental results demonstrate the feasibility of the tech-
nique [26]. They studied, as an example, the polymerization of MMA in scCO2.
Their results are in general agreement with previously reported data. The reac-
tor volume used (60 mL) has some advantages and disadvantages. The advan-
tages concern the small amount of reactants that are necessary and the fairly
low price of the equipment. The disadvantages are that little engineering infor-
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mation could be obtained and that “wall effects” are still important. It should be
noted that the inertia of the system is rather large because of the small ratio be-
tween the mass of the reactant and that of the reactor. Nevertheless the prelim-
inary results obtained are promising and encouraging for the future.

5.3.2
Heat Flow Calorimetry

The basis for reaction calorimetry is the energy balance around the reactor. Re-
action calorimetry is an efficient tool used to obtain kinetic, thermodynamic,
and safety data. A recently developed reaction calorimeter, the RC1e-HP350, al-
lows chemical reactions under supercritical conditions to be investigated [25].
The main technical difference, compared with a classical liquid system, is that
the whole reactor volume is occupied by the media. The reaction calorimeter for
supercritical thermal analysis has been developed in collaboration with Mettler-
Toledo GmbH. The reaction vessel is a 1.3 L high-pressure autoclave operating
at up to 35 MPa and 300 �C (Fig. 5.8). The reactor is coupled to a thermostat
unit (RC1e) which controls the reaction temperature, Tr. Moreover, the reactor
is equipped with a magnetic drive, a 25 W calibration heater, a Pt100 reactor
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Fig. 5.8 Picture of the autoclave.



temperature sensor, and a pressure sensor (Fig. 5.9). The calorimeter can be op-
erated in three different modes: adiabatic, isoperibolic, and isothermal.

The set-up gives the opportunity to work at larger scale with reaction condi-
tions close to those of industrial reactors. In fact, most of the studies related to
SCF chemical reaction applications are realized in small-scale batch or tubular
reactors (1–60 mL). So far, very few publications deal with calorimetry applied
to the supercritical phase.

Generally, in “classical” reaction calorimetry only the liquid phase is taken
into account in the heat balance. This means that the gas phase in equilibrium
with it is neglected because of its small contribution in terms of heat transfer
and heat capacity. The situation with supercritical fluids becomes complicated
as soon as they occupy all the available volume. This implies that the whole in-
ner reactor surface has to be thermally perfectly controlled when working with
supercritical fluids. In this case, the cover and the flange temperature are ad-
justed on-line to the reaction temperature in order to neglect the heat accumula-
tion term.

5.3.2.1 Heat Balance Equations [27]
The most fundamental assumptions are that reactor and jacket temperatures
are homogeneous and that the reaction system is perfectly mixed. The heat bal-
ance for a semi-batch process is given by

�Q r � �Q c � �Qstir � �Qacc � �Qdos � �Q flow � �Q loss �1�
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Fig. 5.9 Schematic drawing of the heat flow calorimeter.



where �Q r is the heat generation of the reaction, �Qacc is the accumulation term,
�Q c is the heat delivered by the calibration probe, �Qdos corresponds to the

amount of heat due to addition of reactants, �Q flow is the heat flow through the
reactor wall, �Q loss is the heat losses to the surroundings and �Q stir is the heat
dissipated by the stirrer. All heat flows are expressed in watts [W].

The heat released by a polymerization reaction is defined by Eq. (2), where
Vcontinuous phase is the total volume of the reactor, in this case Vr [m3]; �Hr is the
heat of polymerization of the monomer used [J mol–1], and Rp is the global rate
of polymerization [mol m–3 s–1].

�Q r � Vcontinuous phase � ���Hr� � Rp �2�

The accumulation term �Qacc defined by Eq. (3) corresponds to the heat
needed to change the internal temperature Tr [K] of the media by a certain
amount dTr/dt [K s–1]. mr is the reaction mass [kg], cpr is the specific heat capac-
ity of the reaction mass [J kg–1 K–1], and cpi is the heat capacity of each insert [J
K–1]. Equation (3) does not include the accumulation term for the reactor itself
as it is compensated in the WinRC® software by the use of a corrected jacked
temperature.

�Qacc � mr � cpr �
�

i

Cpi

� �
� dTr

dt
�3�

The calibration probe delivers an amount of heat �Q c that is measured on-line
and has a value around 25 W. It is used to measure the overall heat transfer
coefficient, UA, either during Wilson plot experiments or before and after reac-
tions according to Eq. (4). Calibration runs (10 min) are at constant internal
temperature Tr.

UA �

�t2

t1

�Q c � �Qb
� � � dt

�t2

t1

Tr � Tj� � dt
� �4�

�Qb is the baseline term, which will be discussed later, and Tj is the jacket
temperature [K].

The dosing term, defined in Eq. (5), is the amount of heat absorbed or re-
leased due to addition of reactant at a different temperature from that of the re-
action mass:

�Qdos � dmd

dt
� cpd � Tr � Tdos� � �5�
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where dmd/dt is the mass flow of dosing [kg s–1], cpd is the specific heat of the
added substance [J kg–1 K–1], Tr is the current temperature of the reactor con-
tents [K], and Tdos is the temperature of the added substance.

The term �Q flow in Eq. (1) is the heat flow through the reactor wall:

�Q flow � U � A � �Tr � Tj� �6�

where U is the overall heat transfer coefficient [W m–2 K–1], and A is the heat ex-
change surface [m2]. As soon as the supercritical fluid occupies all the volume
available, the heat exchange area corresponds to its maximum geometrical value.

The terms �Q loss and �Q stir in Eq. (1) are normally constant during an isother-
mal run and can be combined in the baseline term �Qb. This means that the in-
tegration of a heat production or a calibration peak already takes into account
heat losses and the heat dissipated by stirring as soon as stirrer speed and tem-
perature do not change. For reactions with only small changes of physico-chem-
ical properties, the measurement of U·A before and after the reaction taking
into account a constant baseline ( �Qb) is sufficient. For polymerizations, this as-
sumption is limited, as the viscosity can change significantly during the pro-
cess. Thus, the two terms �Q stir and U ·A, which are directly dependent on the
media viscosity, can evolve during the polymerization process. The influence of
�Q stir could be taken into account by choosing an appropriate baseline. A mean

value of U measured at the start and the end of the reaction can be assumed as
a first approximation.

From Eqs. (1) and (2) it can be seen that the reaction rate is related to the
evolution of the measured heat. For single reactions or one dominant reaction,
like the propagation reaction in free-radical or chain polymerization processes,
�Q r is directly proportional to the measured heat generated by the reaction. For

complex systems, where consecutive or parallel reactions with similar thermal
contributions occur, the signal corresponds to the addition of all heat contribu-
tions, i.e. the macrokinetic. The final and simplified heat balance equation used
for the polymerization part is given in Eq. (7):

�Q r � �Q flow � �Qacc � �Qdos �7�

The accumulation term can be neglected as soon as the system is working in a
pure isothermal mode. The dosing term can be neglected because of the small
quantity of added reactant. Another possibility is to set the dosing temperature
the same as the reaction temperature. A more simplified equation is obtained
when �Qacc � �Qdos are relatively small compared to �Q flow.
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5.3.2.2 Determination of Physico-Chemical Parameters

Heat Capacity
Heat capacity (cv) values of CO2 and scCO2 have been measured and compared
to calculated ones derived from Span and Wagner’s equation of state [28] in or-
der to evaluate the accuracy of the system‘s heat flow model. Theoretical cp and
cv values for scCO2 and liquid-vapor CO2 at equilibrium are compared with ex-
perimental cv values obtained through the Tr–Tj signal integration (Fig. 5.10). A
good agreement between experimental and calculated values is observed with a
deviation less than 10%. This indicates that calorimetric evaluations are correct
and allows reaction calorimetry to be performed in reliable conditions.
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Fig. 5.10 Theoretical values of cp and cv and experimental points of cv.

Fig. 5.11 Speed of sound measurements compared to NIST values for
scCO2 at a density of 660 kg m–3.



Density
Medium density can be measured on-line by acoustic methods. An ultrasonic sen-
sor was installed in the autoclave and allowed on-line measuring of the speed of
sound in the medium. An example is given in Fig. 5.11 for pure scCO2. These val-
ues are compared with the NIST database and reveal an excellent agreement.
Knowing the speed of sound and pressure/temperature, it is possible to determine
the medium density in the case of single or even multiple components.

5.3.2.3 Calorimeter Validation by Heat Generation Simulation
The calorimeter has been validated by measuring thermodynamical parameters
and physical properties (Fig. 5.10). Another validation method used is the reac-
tion heat generation simulated by the mean of the calibration probe. A specific
heat flow input was created using a Labview interface and the calibration probe
serving as internal heater. Simultaneously the response of the calorimeter was
measured. The heat generation profile was promoted without an actual chemi-
cal reaction happening, so that the calorimetric signal measured represents the
ability of the system to measure heat flows. In an ideal theoretical situation, the
two signals must be identical. It can be seen in Fig. 5.12 that the calorimetric
signal correctly follows the heat flow input given by the calibration probe used
as an internal heater except at the very beginning, where the dynamics of the
system tend to delay the response. This delay is quite short, less than two min-
utes, and unavoidable, and is due to the time constant of the calorimeter (in or-
der to have a negligible time constant, the system must have a mass tending to
zero). It could be mathematically suppressed by a deconvolution method, which
will not be discussed here. By integrating the two signals we have access to the
heat generated (51.3 kJ) and measured (49.2 kJ), indicating that the error is be-
low 4%.
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Fig. 5.12 Calorimeter response to a signal input by the calibration
heater in simulation mode at a density of scCO2 of 811.5 kg m–3.



This result, together with the accuracy of thermodynamical parameters pre-
viously measured, confirms that the supercritical calorimeter is operating cor-
rectly and validates the equipment for calorimetric evaluation of reactions in
supercritical media.

5.4
MMA Polymerization as an Example

Several “analytical” techniques that could be used to monitor reactions in super-
critical fluids have been presented in the preceding sections. In this section, the
dispersion polymerization of MMA in scCO2 will be discussed in the light of
on-line monitoring.

The dispersion polymerization of methyl methacrylate in supercritical carbon
dioxide, using the commercially available poly(dimethylsiloxane) monomethacry-
late [29, 30] (PDMS macromonomer) as dispersant, is used as a model reaction.
Macromonomers are polymers with a polymerizable terminal functional group
commonly used for the formation of graft copolymers. The disadvantage of
such molecules is that they are chemically incorporated in the final polymer.
Moreover, stirring speed and stabilizer concentration will have an impact on the
product quality. However, the polymerization has to be in agreement with the
basic requirements of reaction calorimetry, which means having a detectable
thermal signal and efficient stirring. Since efficient stirring can destabilize the
dispersion, the first approach is consequently to try to find a compromise be-
tween operating and synthesis conditions.

5.4.1
Calorimetric Results

A typical reaction procedure is the following. The reaction vessel is charged
with monomer (200 g) and the required amount of stabilizer, and is then closed
and filled with CO2 (around 800 g). The temperature is raised to 80 �C. At this
temperature, a solution of 50 mL MMA containing 5.1 wt% AIBN is introduced
into the reactor under pressure using a syringe pump. The final ratio of AIBN/
MMA is 1 wt% for all the experiments. At the end of the reaction, the reactor
content is quenched by cooling and CO2 venting. Global product yield and the
quantity of PDMS monomethacrylate chemically incorporated in the final prod-
uct are evaluated gravimetrically.

The experiments conducted with 10 wt% PDMS macromonomer at stirring
speeds of 200, 400, and 600 rpm yield a fine white powder with high molecular
weight (Mw�120 kg mol–1) at monomer conversions of about 95% and a well-
defined spherical morphology observable by SEM micrograph (Fig. 5.13) [31].
Molecular weights are lower than the ones published by Giles et al. [30], where
the experiments were realized in the absence of stirring and at lower tempera-
ture. The quantity of PDMS macromonomer chemically incorporated is of the
same order of magnitude.
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It can be seen in Fig. 5.14 that the heat flow measured with respect to the to-
tal weight of monomer does not depend on stirring speed. Moreover, the good
reproducibility of the reaction calorimeter is confirmed. By integration of the
thermal curves, the enthalpy of polymerization can be calculated as –56.9± 2.2
kJ mol–1 and is in good agreement with the literature’s value of –57.8 kJ mol–1

obtained in conventional solvent [32]. The error of 2.2 kJ mol–1 is a standard de-
viation calculated from a series of seven measurements [33].
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Fig. 5.13 SEM micrograph (5000�) of PMMA produced at 400 rpm.

Fig. 5.14 Evolution of the heat released by MMA polymerization at
80 �C, at 400 and 600 rpm and the pressure evolution at 400 rpm.



The pressure can also be used to monitor the polymerization, because when
the pressure reaches a plateau this means that the conversion is higher than
90%, as also reported by Lepilleur and Beckman [12] and Wang et al. [26]. It
should be noted that the thermal signal obtained by calorimetry is much more
sensitive than the pressure and gives more information. This result reveals all
the potential of reaction calorimetry for supercritical fluid investigations and po-
lymerization monitoring.

In order to validate the system, external sampling under pressure during the
reaction was performed. The reactant contents were analyzed by dynamic head
space gas chromatography and the polymer molecular weight distribution by
size exclusion chromatography with triple detection.

The thermal monomer conversion is obtained by integration of the heat gen-
eration rate expressed in Fig. 5.14. The chemical monomer conversion is ob-
tained by gas chromatography off-line analysis. A very good agreement between
the two different measures, as expressed in Fig. 5.15, indicates that calorimetric
information excellently describes what is happening during the reaction and
also confirms that the propagation step is the main contributor to heat genera-
tion [34]. The calorimetric information enables MMA polymerization in super-
critical fluids to be correctly monitored.

Wang et al. [26] have discussed some preliminary results using alternative
techniques by monitoring polymerizations in scCO2 using a compensation ca-
lorimeter with a total volume of 60 mL. They concluded that, at the present mo-
ment, this technique was not of very high precision, mainly because of calori-
metric problems resulting from the large thermal inertia of the reactor and the
high ratio of reactor mass to reaction mass. This can be seen in Fig. 5.16, where
the scattering has a significant effect on calorimetric evaluations. They obtained
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Fig. 5.15 Experimental thermal and chemical monomer conversions
and mean molecular weight at 400 rpm.



an enthalpy of polymerization from –52.6 to –59.7 kJ mol–1, leading to an accu-
racy of ca. 10%.

5.4.2
The Coupling of Calorimetry and On-Line Analysis

One of the main advantages of reaction calorimetry on the larger scale is the pos-
sibility of inserting into the reactor special analytical probes for on-line measure-
ments. Some preliminary results obtained by coupling an ultrasonic sensor with
calorimetry are presented in Fig. 5.17. The sensor is directly inserted into the re-
actor, its contribution in terms of heat accumulation having been previously deter-
mined so that the calorimetric signal is only related to the chemical reaction and
process. At the moment, only the sound wave measurement is compared to the
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Fig. 5.16 Data of reaction temperature, heater power, and reaction
pressure for the polymerization of MMA in scCO2 (AIBN 1.5%, without
stabilizer). (Reprinted from [26], Copyright (2003), with permission
from Elsevier).



thermal conversion obtained by the integration of the calorimetric signal. It can be
seen that good agreement exists, indicating that sound speed can be related to
monomer conversion. It can also be seen that at high solid content or monomer
conversion, the speed of sound remains unchanged, indicating that the system
has reached its sensitivity limit due to the high solid content present.

The use of heat flow calorimetry on a larger scale (1.3 L) was efficient and
gave reproducible results. The development of supercritical calorimetry required
a very sensitive apparatus and good analysis of the heat transfer parameters.
The newly developed supercritical reaction calorimeter allows us to measure
thermodynamical properties and kinetic and engineering parameters such as re-
action enthalpy and the overall heat transfer coefficient. These are also used for
process safety and scale-up and optimization studies.

5.5
Conclusions

Different methods for on-line monitoring reactions and polymerization in
supercritical fluids have been presented. The most promising of these are based
on the coupling of calorimetry with spectroscopic or acoustic devices. This al-
lows us to monitor thermal, engineering, physical, physico-chemical, kinetic,
and reactant changes during the course of the reaction. The selection of the
most suitable devices to be coupled will depend on the system studied. The fi-
nal goal of monitoring reactions in supercritical media remains to

� guarantee and improve product quality and consistency,
� ensure safe reactor operation by monitoring the process and reactor parameters,
� increase the efficiency of the process,
� save time in analysis and sampling,
� understand the fundamentals of the chemical reaction itself,
� access all necessary data for a reliable scale-up.
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Fig. 5.17 Calorimetric and speed of sound measurements for MMA
polymerization at 65 and 80 �C.



Notation

Symbols
A heat exchange surface [m2]
Cpi heat capacity of each insert [J K–1]
cpd specific heat capacity of the dosing mass [J kg–1 K–1]
cpr specific heat capacity of the reaction mass [J kg–1 K–1]
mr reaction mass [kg]
�Qacc accumulation term [w]
�Q c heat flow delivered by the calibration probe [W]
�Qdos amount of heat flow due to addition of reactants [W]
�Q flow heat flow through the reactor wall [W]
�Q loss heat losses to the surroundings [W]
�Q r heat generated by the reaction [W]
�Q stir heat flow dissipated by the stirrer [W]

Rp global rate of polymerization [mol m–3 s–1]
Tdos temperature of the added substance [K]
Tr internal temperature [K]
Tj jacket temperature [K]
U overall heat transfer coefficient [W m–2 K–1]
Vcontinuous phase total volume of the reactor Vr [m3]
(–�Hr) heat of polymerization [J mol–1]

Acronyms
AIBN 2,2�-Azobisisobutyronitrile
ATR Attenuation total reflection
CO2 Carbon dioxide
FTIR Fourier transform infrared spectroscopy
IR Infrared
MMA Methyl methacrylate
NIR Near infrared
NIST National Institute of Standards and Technology

(http://csrc.nist.gov/)
NMR Nuclear magnetic resonance
PDMS Poly dimethyl siloxane methacrylate
SEM Scanning electron microscope
scCO2 Supercritical CO2

SCF Supercritical fluids
SFC Supercritical fluid chromatography
UV Ultraviolet
Vis Visible
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Philipp A. Mueller, Barbara Bonavoglia, Giuseppe Storti, and Massimo Morbidelli

6.1
Introduction

Particle-forming or, more simply, heterogeneous polymerization processes are
usually two-phase systems in which the starting monomer(s) and/or the result-
ing polymer is/are in the form of a fine dispersion in a continuous phase (the
dispersant or polymerization medium). Depending upon (1) the initial state of
the reacting mixture, (2) the mechanism of particle formation, and (3) the shape
and size of the final particles, the different heterogeneous processes are as-
signed to the categories “suspension”, “emulsion”, “dispersion” and “precipita-
tion”. In the last two cases, the monomer and the initiator are both soluble in
the polymerization medium, which is nevertheless a poor solvent for the result-
ing polymer. Since supercritical media are generally good solvents for most of
the typical industrial monomers, heterogeneous polymerizations carried out in
supercritical media are almost invariably of the dispersion or precipitation type.

While irregularly shaped particles or even a bulky phase are typical of precipi-
tation polymerizations, in dispersion polymerizations surface-active molecules
are added to the system recipe in order to prevent particle aggregation and coag-
ulation. Depending upon the stabilizing power of the selected compound, sphe-
rical particles with average diameter from < 1 up to about 10 �m are easily ob-
tained. In both processes, interphase surface area and partitioning of reactants
between continuous and dispersed phase play a decisive role in determining the
reaction extent in each phase and, therefore, the properties of the final product.

In this chapter, the main features of heterogeneous polymerization in scCO2

are analyzed. After a critical review of the main contributions in the literature, a
comprehensive mathematical model is proposed. Finally, two case studies, se-
lected as representative of dispersion and precipitation process, respectively, are
discussed with the aim of elucidating the main mechanisms of the two hetero-
geneous processes.
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* The symbols used in this chapter are listed at the end of the text, under “Notation”.



6.2
Literature Review

In 1994, DeSimone et al. [1] reported the first successful free-radical dispersion
polymerization in scCO2. They made detailed studies of the use of poly(1,1-dihy-
droperfluorooctyl acrylate) (PFOA) as a stabilizer for the dispersion polymeriza-
tion of methyl methacrylate (MMA) and, more recently, vinyl acetate and sty-
rene. Hsiao et al. [2] optimized the dispersion polymerization of MMA in scCO2

using PFOA, and found that very uniform PMMA particles could be formed
with narrow particle size distributions (polydispersity index, PDI = 1.01–1.21).
The observation of some kind of auto-acceleration made them believe that the
polymerization takes place primarily in the swollen particles. In another work,
Hsiao and DeSimone [3] investigated the influence of helium concentration on
particle size and particle size distribution in MMA dispersion polymerization in
scCO2. They showed that the average particle size decreases with increasing he-
lium concentration, which is a nonsolvent for PMMA. However, reactions con-
ducted in helium/CO2 mixtures exhibited significant differences in particle size
characteristics compared with reactions in neat CO2. In 1996, Schaffer et al. [4]
reported the dispersion polymerization of MMA in CO2 using a commercially
available methacrylate-terminated poly(dimethylsiloxane) (PDMS) macromono-
mer. High molecular weight PMMA was formed in good yields, whereas the
best polymer was produced in scCO2 using rather high stabilizer concentrations
(> 5 wt% with respect to monomer). Lepilleur and Beckman [5] synthesized a se-
ries of effective graft surfactants. Block copolymers have been used extensively
as stabilizers for dispersion polymerization in scCO2. The most important prop-
erty for this type of stabilizer was identified as the anchor-to-soluble balance,
which corresponds to the relative block lengths of the CO2-philic segment and
the CO2-phobic anchoring segment. O’Neill et al. [6, 7] have also investigated
the dispersion polymerization of MMA in scCO2 using PDMS macromonomer
stabilizers. They concluded that, since pure CO2 is a moderate solvent for
PDMS, the dispersions showed a tendency to aggregate before polymerization
was complete because of a loss of solvation power as the monomer was de-
pleted. In addition, after a comprehensive analysis of the time evolution of mo-
lecular weight, particle size, product morphology, and polymerization rate, they
confirmed the main polymerization locus to be the particle phase. Yates et al.
[8] have reported the synthesis of a CO2-soluble surfactant (PDMS-b-polymetha-
crylate acid) consisting of a CO2-philic PDMS block and a hydrophilic PMA
block. Uniform PMMA particles could be synthesized in scCO2 by dispersion
polymerization using this stabilizer. It is worth noting that this stabilizer is par-
ticularly interesting because, in contrast to other surfactants, it allows the for-
mation of water-dispersible PMMA powders. Giles et al. [9] showed that PDMS
monomethacrylates with a variety of molar masses are successful surfactants
for the polymerization of MMA in scCO2, producing particulate polymers above
a critical concentration which is dependent on the molar mass of the macromo-
nomer. Recently, Christian and Howdle [10] explored the use of single-point an-
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choring stabilizers in the free-radical dispersion polymerization of MMA in
scCO2. They reported high yields and high molecular weights in the presence
of Krytox 157FSL, a commercially available carboxylic acid-terminated perfluoro-
polyether. Novel graft stabilizers were used by Giles et al. [11] and found to be
very effective at low concentrations for the same polymerization system. Li et al.
[12] investigated the effect of various known stabilizers on the particle formation
stage in MMA dispersion polymerization in scCO2 by in situ turbidimetry and
compared their efficiency. Similar investigations were done by Fehrenbacher et
al. [13, 14] using PDMS monomethylacrylate as stabilizer. In addition, they elu-
cidated the kinetics of the early stage of the polymerization, confirming that the
continuous phase is the only polymerization locus at the very beginning of the
reaction. Finally, Okubo et al. [15] reported the successful production of submi-
cron-sized PMMA particles by dispersion polymerization with a PDMS-based
azoinitiator in scCO2. The interesting aspect in their work is that the initiator
operated not only as a radical-producing species but also as a colloidal stabilizer
(“inistab”), leading to particularly small particles (rp�20 nm).

About precipitation polymerization in scCO2, many of the early investigations
have been reported on industrially important vinyl monomers and are mostly
described in the patent literature [16–18]. More recently, Romack et al. [19] re-
ported the successful precipitation polymerization of acrylic acid in scCO2. In-
vestigating the same system, Hu et al. [20] explored the effect of temperature,
pressure, monomer concentration, and initiator concentration. Xu et al. [21]
found that cosolvents have a pronounced effect on the product molecular weight
and glass transition temperature, again dealing with the same polymerization
system. In particular, they reported that the average molecular weight decreases
with increasing cosolvent concentration when ethanol is used as cosolvent. On
the other hand, the average molecular weight increases with the increase of the
cosolvent concentration when acetic acid is used. Cooper et al. [22] reported the
synthesis of cross-linked copolymer microspheres in scCO2 made of ethylvinyl-
benzene/divinylbenzene. Teng et al. [23] studied the stereoregularity of polyacry-
lonitrile (PAN) produced by precipitation polymerization in scCO2. They found
that the sequence distribution is completely random, in contrast to the case
where the same polymer is produced either by aqueous suspension polymeriza-
tion or by aqueous precipitation polymerization. Such a lower polymer isotacti-
city has been attributed to the non-polar nature of CO2. In another work [24],
the same authors studied the effect of monomer concentration, initiator concen-
tration, pressure, and the total reaction time on the molecular weight distribu-
tion (MWD) of PAN produced in scCO2. They concluded that the MWD became
broad as the monomer concentration increased, whereas no appreciable effect
of initiator concentration was observed. Changing the density of the continuous
phase by manipulating the CO2 pressure had a dramatic effect on the reaction
evolution. The molecular weight could be enhanced by high pressure, whereas
the MWD became narrow. Okubo et al. reported the successful production of
polydivinylbiphenyl particles [25] and PAN particles [26], both with clean sur-
faces, by precipitation polymerization in scCO2.
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Finally, special mention should be made of the application of the precipitation
process in supercritical media to the production of an industrially very impor-
tant class of products, the fluorinated polymers. Since 1995 DeSimone has re-
ported the homopolymerization [27] and copolymerization of tetrafluoroethylene
(TFE) with perfluoro(propylvinylether) and with hexafluoropropylene [28], result-
ing in high yields of high-molecular-weight polymers. This specific subject is
treated in detail in Chapter 9 of this book. However, as an example of the very
specific behavior of the process, we should mention that Charpentier et al. [29,
30] recently investigated the continuous polymerization of vinylidene fluoride
(VDF), in scCO2. For this same system, peculiar behavior has been reported by
Saraf et al. [31, 32], who found bimodal molecular-weight distributions without
arriving at a conclusive understanding of the underlying mechanism.

Summarizing, most of the above-mentioned investigations were aimed at
proving the stabilizing ability of different compounds for dispersion polymeriza-
tions and at identifying the best process condition for both dispersion and pre-
cipitation reactions. Discussion of the results was almost invariably focused on
the analysis of the resulting particle morphology and molecular weight, with
much less emphasis on elucidation and quantification of the reaction kinetics.
The model presented below is believed to be a useful tool toward a deeper un-
derstanding of the process mechanisms, a key prerequisite to the successful
scale-up of the process.

6.3
Modeling of the Process

To represent dispersion polymerization in conventional liquid media, several
models have been reported in the literature, mainly focused on the particle for-
mation and growth [33, 34] or on the reaction kinetics. Since our first aim is
the reliable description of the reaction kinetics, we focus on the second type of
models only. The model developed by Ahmed and Poehlein [35, 36], applied to
the dispersion polymerization of styrene in ethanol, was probably the first one
from which the polymerization rates in the two reaction loci have been calcu-
lated. A more comprehensive model was later reported by Saenz and Asua [37]
for the dispersion copolymerization of styrene and butyl acrylate in ethanol-
water medium. The particle growth as well as the entire MWD were predicted,
once more evaluating the reaction rates in both phases and accounting for an ir-
reversible radical mass transport from the continuous to the dispersed phase.
Finally, a further model predicting conversion, particle number, and particle size
distribution was proposed by Araujo and Pinto [38] for the dispersion polymer-
ization of styrene in ethanol.

With specific reference to heterogeneous polymerizations in supercritical me-
dia, several oversimplified pseudo-homogeneous descriptions have been occa-
sionally applied aimed at estimating kinetic parameters or elucidating dominant
mechanisms [5, 6, 13, 14, 31]. The first (and probably only) comprehensive

6 Heterogeneous Polymerization in Supercritical Carbon Dioxide108



model of dispersion polymerization in supercritical media was reported by Chat-
zidoukas et al. [39]. This model is conceptually identical to that proposed by the
same group for the suspension polymerization of polyvinyl chloride [40], and it
accounts for all reaction steps typical of the free-radical polymerization taking
place in both phases. Results in terms of monomer conversion as well as aver-
age particle size and MWD are provided. It is worth noting that in the proposed
model low-molecular-weight species are at interphase equilibrium at all times
during the reaction whereas the growing radical chains remain segregated in
the phase where they were formed (i.e. no radical interphase transport was as-
sumed to take place) [39, 40]. More recently, we published a similar type of
model, with some significant differences detailed in the following [41, 42].

Following the previously published modeling work and exploiting the body of
experimental work analyzed in the previous section, the key features of the pro-
cess under examination can be summarized as follows:

� The initial stage of the reaction is homogeneous and characterized by poly-
merization in the continuous phase.

� In the presence of a stabilizing agent (dispersion process), the nucleation of
the second phase, i.e. the particle formation step, is usually finished at a very
early stage (below one percent of conversion, see [7, 14]). The stabilizing mol-
ecules are adsorbed or grafted on the surface and their concentration deter-
mines the total particle surface (i.e. particle number and size).

� From this point on, two reaction loci are present, the relative importance of
which is the result of a complex interplay of different factors such as inter-
phase partitioning and transport rates of the reactants and reaction rates.

� The interphase mass transport is usually fast for low-molecular-weight species
(such as solvent, initiator, and monomer). However, the same transport is ex-
pected to be significantly reduced for species at higher molecular weight and,
in particular, for the growing polymer chains.

� The polymerization in the continuous phase can be regarded as a solution po-
lymerization without any diffusion limitations. On the other hand, a remarkable
reduction of diffusivity can be expected within the polymer particles where the
conditions resemble those of a bulk polymerization at high polymer content.

Based on this process schematization, a comprehensive kinetic model has been
proposed [41, 42]. Its main features are:

� Two reaction loci are considered, the polymer-rich dispersed phase and the
CO2-rich continuous phase. A kinetic scheme typical of free-radical reactions
and including initiation, propagation, terminations, and chain transfer to
monomer and to polymer is applied to each phase.

� Low-molecular-weight species (solvent, initiator, and monomer) undergo very
fast transport between the phases, and they are assumed to be at interphase
thermodynamic equilibrium at all times. The Sanchez-Lacombe equation of
state [43, 44] was used for monomer and solvent, while an oversimplified par-
tition coefficient was assumed for the initiator.
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� A chain length-dependent partition coefficient for polymer chains between
continuous and dispersed phase is considered. The same functional form pro-
posed and experimentally validated by Kumar et al. for polystyrene is adopted
[45]. A chain length dependence of the corresponding interphase mass trans-
port coefficient is also accounted for.

� Particle nucleation is not accounted for, i.e. a number of particles evaluated to
reproduce the final value of the total specific surface area is assumed to be
present from the beginning. As a consequence, the role of the stabilizer in
particle formation and stabilization is not explicitly considered.

The considered kinetic scheme includes the following kinetic steps typical for
the free-radical polymerization of vinyl monomers:

� Initiation Ij ��kdj
2I�j

I�j � Mj ��klj
R1�j

� Propagation Rx�j � Mj ��kpj
Rx�1�j

� Chain transfer Rx�j � Mj ��kfmi
Rx�j � R1�j

Rx�j � Py�j ��kfpj
Ry�j � Px�j

� Termination Rx�j � Ry�j ��ktdj
Px�j � Py�j

Rx�j � Ry�j ��ktcj
Px�y�j

Note that when two subscripts are given, the first one (x or y; x, y = [1,�]) indi-
cates the chain length and the second one the phase (j = 1 for the continuous
phase and j = 2 for the dispersed phase). The above kinetic scheme is applied to
both phases.

For the thermodynamic description of low-molecular-weight species, i.e.
monomer, solvent, and initiator, the Sanchez-Lacombe model [46, 47] was used
for the first two species, while a simple partition coefficient was assumed for
the initiator. Since all equations related to these species are reported in detail in
[41, 42, 48], here we summarize only the main equations, which are the mass
balances of solvent, initiator and monomer:

dS
dt

�
�2

j�1

dSj

dt
� 0 �1�

dI
dt

�
�2

j�1

dIj

dt
� �kd1�I1	V1 � kd2�I2	V2 �2�

dM
dt

�
�2

j�1

dMj

dt
�� 2f1kd1�I1	V1 � 2f2kd2�I2	V2

� �kp1�kfm1��M1	V1

�

x�1

�Rx�1	��kp2 � kfm2��M2	V2

�

x�1

�Rx�2	 �3�
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with

S � �S1	V1 � �S2	V2 �4�

I � �I1	V1 � �I2	V2 �5�

M � �M1	V1 � �M2	V2 �6�

and the equilibrium interphase partition conditions:

�1
S � �2

S �7�

�1
M � �2

M �8�

�I1	
�I2	 � K1 �9�

where �
j
i is the chemical potential of component i in phase j. The Sanchez-La-

combe equation of state is applied to compute the density of each phase and
this, combined with the constraint of constant reactor volume, allows the vol-
umes of the two phases, Vj, and the overall pressure, p, to be computed.

The high-molecular-weight species (i.e. active and terminated polymer chains)
are described in terms of population balance equations. These equations are
written for the active and the terminated chains for each chain length,
x � �1�
	, and each phase, j � 1� 2, separately:

dRx�j

dt
� kpj�Mj	�Rx�1�j	Vj�1 � ��x � 1��

� �kpj � kfmj��Mj	 � �ktcj � ktdj�
�

y�1

�Ry�j	
� �

�Rx�j	Vj

� 2fjkdj�Ij	Vj � kfmj�Mj	
�

y�1

�Ry�i	Vj

� �
��x � 1�

� kfpj�Rx�j	Vj

�

y�1

y�Py�j	 � kfpjx�Px�j	Vj

�

y�1

�Ry�j	

� Kx�j4�r2
pNp��Rx�j	 � �R�

x�j	� �10�

dPx�j

dt
� 1

2
ktcj

�x�1

y�1

�Ry�j	�Rx�y�j	Vj

� ktdj

�

y�1

�Ry�j	 � kfmj�Mj	
� �

�Rx�j	Vj

� kfpj�Rx�j	Vj

�

y�1

y�Py�j	 � kfpjx�Px�j	Vj

�

y�1

�Ry�j	

� Kx�j4�r2
pNp��Px�j	 � �P�

x�j	� �11�
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where ��x � x0� indicates the Kronecker delta function, defined as equal to 1
for x � x0 and 0 otherwise. The last term in the equations above describes the
rate of interphase mass transport according to the two-film theory, where �R�

x�j	
and �P�

x�j	 are defined as the hypothetical concentrations in phase j in equilib-
rium with the bulk concentrations in the other phase j. This can be computed
from the following chain length-dependent equilibrium partitioning condition:

�R�
x�1	

�Rx�2	 �
�Rx�1	
�R�

x�2	
� �P�

x�1	
�Px�2	 �

�Px�1	
�P�

x�2	
� mx �12�

where the functional form of the interphase partition coefficient, mx, has been as-
sumed equal to that found experimentally by Kumar et al. for polystyrene [45]:

log�mx� � log�m1� � ��x � 1� �13�

where m1 is the monomer partition coefficient and � is a constant, which has to
be evaluated for each specific system. It is worth noting that, in the frame of
this model, the only required information about the polymer phase morphology
is the overall interphase surface area, which, assuming equal spherical polymer
particles, is given by Ap � 4�r2

pNp. In the following we use the final value of the
polymer particle specific surface area, �f

p as an adjustable parameter and esti-
mate the number of particles under the assumption of spherical geometry as
follows:

Np � X f m0
M�2

p�
f3
p

36�
�14�

where X f is the final conversion (at which �f
p has been obtained), m0

M the total
initial monomer mass, and �p the density of the polymer. During the reaction
Np is assumed constant in time, and, since V2 obviously increases, we can back-
compute the increase in time of rp and, more importantly, of Ap, which is the
only morphology parameter in the model.

The numerical solution of the resulting system of mixed algebraic-differential
equations has been achieved using the discretization method by Kumar and
Ramkrishna [49] as detailed elsewhere [41, 42].

The reliable evaluation of the large number of model parameters is a critical
issue when developing a detailed kinetic model. It is very important to estimate
as many parameter values as possible from independent sources in order to
minimize direct fitting to the available kinetic data and to ensure genuine mod-
el reliability. Therefore, a summary of the adopted parameter evaluation proce-
dure (and of our unavoidable arbitrary choices) is briefly reported in the follow-
ing.

Numerical values of the kinetic rate constants at low conversion (i.e. without
diffusion limitations) are reported in the literature for many polymerization sys-
tems. Since these constants are usually weakly dependent on the solvent, in the
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case where no values can be found for the specific solvent under examination,
their values can be approximated to those measured in other solvents or in bulk
at low conversion. In particular, Beuermann and Buback [50] found for various
polymerization systems that the values of propagation and termination rate con-
stants in bulk and scCO2, respectively, do not differ by more than 50%. More-
over, Morrison et al. [51] reported negligible solvent effects on the propagation
rate constant of styrene and MMA. Thus, summarizing, the following Arrhe-
nius-type expressions were used to evaluate the intrinsic kinetic rate constants
as a function of temperature and pressure:

k�T � p0� � A exp � E
RT

� �
�15�

k�T � p� � k�t� p0� exp ��V�

RT
�p � p0�

� �
�16�

where A is a pre-exponential factor, E the activation energy, �V� the activation
volume, and p0 the reference pressure, usually equal to the pressure at which
values of k are available.

The situation becomes more complicated in the polymer-rich phase, where
diffusion limitations must be accounted for. In this model, the following expres-
sions for cage, glass, and gel effect in the dispersed phase (subscript 2) have
been adopted [41]:

f2 � 1 � DM�0

DM
1 � 1

f2�0

� �� ��1

�17�

kp2 � 1
kp2�0

� 1
4��MDMNA

� ��1

�18�

kt2�x� y� � 1
kt2�0

� 1

8��j1�2
c NA�Dx�com � Dy�com � kp2�M2	�2�3�

� 	�1

�19�

where DM is the monomer diffusion coefficient evaluated in the frame of the
free-volume theory of Vrentas and Duda [52, 53], �M the Lennard-Jones diame-
ter of the monomer, � the root-mean-square end-to-end distance divided by the
square root of the number of monomer units in the chain, jc the entanglement
spacing, and Dx,com the center-of-mass diffusion coefficient for a chain of length
x evaluated from the following universal scaling law [54]:

Dx�com � DMx��0�664�2�02�p� �20�

�p being the polymer weight fraction. As anticipated, the monomer diffusion
coefficient is evaluated from the free-volume theory through the following ex-
pression:
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DM � D0 exp � E
RT

� �
exp � ���MV�

M � 	MS�SV�
S � 	MP�pV�

p �
VFH

� �
�21�

The specific critical hole free volume, V�
i , is estimated as the specific volume at

0 K, which in turn is obtained from group contribution methods. The ratio of
the molar volumes of the jumping units of components i and j, 	ij, is computed
using the values at 0 K. The pre-exponential factor, D0, and the critical energy
needed by a molecule to overcome the attractive force, E, are obtained by fitting
the Dullien equation for the self-diffusion coefficient to viscosity versus tem-
perature data. Finally, the average hole-free volume per gram of the mixture,
VFH��, can be estimated from those of the individual species:

VFH

�
�

�
i

�i
VFH�i

�
�22�

where VFH�i�� is evaluated from the free volume parameters:

VFH�i

�
� K1�i

�
�K2�i � T � Tg�i� �23�

The free-volume parameters are again obtained by fitting viscosity versus tem-
perature data using either the adopted Doolittle expression (low-molecular-
weight species) or the Williams-Landel-Ferry equation (polymers). The glass
transition temperature, Tg,i, is as reported in the literature or can be estimated
from the melting temperature.

Finally, the pure-component parameters in the Sanchez-Lacombe equation of
state can be evaluated to reproduce pure-component properties (for example,
density versus temperature data), whereas the mixture parameters are evaluated
through selected mixing rules. These in turn involve one or two binary interac-
tion parameters per component pair, which are usually obtained by fitting bina-
ry data (for example sorption data for the pair CO2-polymer).

To conclude, a few residual model parameters usually remain undefined, and
these have to be evaluated by direct fitting to the available experimental data.
The specific parameters are system dependent, and detailed examples are pre-
sented in the following sections. Note that, since the model is not accounting
for particle formation, the total interphase surface area is often an adjustable
quantity. In fact, this quantity could be estimated from experimental data of par-
ticle size and number assuming spherical, non-porous particles. However, this
is not the case in precipitation polymerization or unstable dispersions where
the polymer-rich phase is recovered in the form of irregular fragments, porous
structures, or even a bulky phase, thus preventing a reliable estimation of the
actual surface area at reaction conditions.

Model validation, together with specific examples of parameter evaluation, is
presented in the next sections with reference to two selected systems: the dis-
persion polymerization of a conventional monomer (MMA) and the precipita-
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tion polymerization of a fluorinated monomer (VDF). They are representative of
largely different situations, thus representing a quite convincing test of the
model reliability.

6.4
Case Study I: MMA Dispersion Polymerization

For this specific system, all parameter values have been estimated a priori (numer-
ical values and literature sources are in Table 6.1), and experimental values of the
particle size (spherical and non-porous) are available, thus allowing a reliable es-
timation of the particle surface to be made. Therefore, the model results can be
considered fully predictive. Three different sets of experimental data have been
considered [2, 6, 41] (a summary of the corresponding recipes and operating con-
ditions is given in Table 6.2) and the same model parameter values reported in Ta-
ble 6.1 have been used in all cases, without any parameter tuning. Moreover, an
additional comparison has been done using the experimental data obtained by re-
action calorimetry as described in Chapter 5 and Ref. [55]. Note that since these
experiments were carried out at higher temperatures, different values of the bina-
ry interaction parameters of the Sanchez-Lacombe EOS have been used. The cor-
responding values are given in brackets in Table 6.1.

The comparison between experimental data and model predictions in terms
of conversion versus reaction time as well as average molecular weights versus
conversion is shown in Figs. 6.1 to 6.4 for each of the four experimental sets. It
can be concluded that the agreement between experiment and prediction is
quite satisfactory in all cases.

In all considered reactions, some kind of auto-acceleration in the reaction rate
is quite evident. In order to elucidate the relevance of this phenomenon, the
same simulation shown in Fig. 6.1 has been repeated neglecting cage, glass,
and gel effects (i.e. using Eqs. 17–19 with �P � 0). Fig. 6.5 shows the result: it
can be seen that diffusion limitations play a major role in the system, and they
need to be properly accounted for.

In Fig. 6.6, the calculated MWD is compared to the experimental one (run 1,
Table 6.2). A satisfactory agreement is once more observed, and the diffusion
limitations (mainly gel effect) are responsible for the slight shift of the maxima
of the distributions toward higher molecular weights as the conversion in-
creases. Moreover, the monomodal nature of the distribution indicates that the
reaction is taking place predominantly in one phase, the polymer particles, as
reported by different researchers [2, 6, 7].

The last result deserves more comment. Even though two reaction loci are po-
tentially operative, only one dominates the system kinetics, and it would be use-
ful to better understand why. Let us compare the characteristic times of the ki-
netic steps involved in the polymerization process under examination. Focusing
on a generic active chain with length x and growing in phase j, at any given
time it can undergo one of the following events: propagation, termination, and
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interphase transport. By introducing the corresponding overall mass transfer
coefficient, Kj, the characteristic time of diffusion out of phase j is given by the
following expression:


diff �j � 1
Kj�p�j

�24�

where �p�j � Ap�Vj is the total particle surface area per volume of phase j. On
the other hand, the time needed for the addition of one monomer unit in phase
j is given by:


p�j � 1
kpj�Mj	 �25�

6 Heterogeneous Polymerization in Supercritical Carbon Dioxide116

Table 6.1 Model parameter values and corresponding sources used in case study I.

Parameter Value Unit Source

Kinetic parameters – dispersed phase

f2,0 0.50 [57, 58]
Ad2 1.97�1014 s–1 [59]
Ed2 123.5 kJ mol–1 [59]
�V #

d2 5.0 cm3 mol–1 [59]
p0,d2 0.1 MPa [59]
Ap2 4.92�105 L mol–1 s–1 [60]
Ep2 18.2 kJ mol–1 [60]
�V #

p2 –16.7 cm3 mol–1 [61]
p0,p2 0.1 MPa [60]
At2 9.80�107 L mol–1 s–1 [60]
Et2 2.9 kJ mol–1 [60]
�V #

t2 15.0 kJ mol–1 [62]
po,t2 0.1 Mpa [60]
kfm2/kp2 5.15�10–5 [63]
ktd2/ktc2 4.37 [64]

Kinetic parameters – continuous phase

f1,0 0.83 [65]
Ad1 4.19�1015 s–1 [65]
Ed1 134.6 kJ mol–1 [65]
�V #

d1 0 cm3 mol–1 [65]
p0,d1 24.8 MPa [65]
Ap1 5.20�106 L mol–1 s–1 [66]
Ep1 25.4 kJ mol–1 [66]
�V #

p1 –16.7 cm3 mol–1 [61]
p0,p1 18.0 MPa [66]
At1 9.80�107 L mol–1 s–1 [50, 60]
Et1 2.9 kJ mol–1 [50, 60]
�V #

t1 15.0 cm3 mol–1 [62]
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Table 6.1 (continued)

Parameter Value Unit Source

p0,t1 0.1 MPa [60]
kfm1/kp1 5.15�10–5 [63]
ktd1/ktc1 4.37 [64]

Free-volume parameters

D0 1.61�10–3 cm2 s–1 [67]
E 3.26�103 J mol–1 [67]
K1,MMA/� 8.15�10–4 cm3 g–1 K–1 [67]
K1,PMMA/� 4.77�10–4 cm3 g–1 K–1 [67]
K2,MMA 143 K [67]
K2,PMMA 52.4 K [67]
Tg,MMA 143 K [67]
Tg,PMMA 392 K [67]
V *

PMMA 0.870 cm3 g–1 [67]
V *

CO2
0.589 cm3 g–1 [68, 69]

V *
PMMA 0.757 cm3 g–1 [67]

V ref
FH,CO2

0.231 cm3 g–1 [68, 69]
�CO2

8.76�10–4 K–1 [68, 69]
��PMMA 0.44 [67]
	MMA/PMMA 0.60 [67]
	MMA/CO2

0.18 [70]

Thermodynmic parameters

�*
MMA 3850 J mol–1 by fitting data from [71–73]
�*

PMMA 5787 J mol–1 [74]
�*

CO2
2536 J mol–1 [74]

�*
MMA 7.66 cm3 mol–1 by fitting data from [71–73]
�*

PMMA 11.51 cm3 mol–1 [74]
�*

CO2
4.41 cm3 mol–1 [74]

rMMA 11.49 by fitting data from [71–73]
rCO2

6.60 [74]
�*

PMMA 1.269 g cm–3 [74]
kMMA/CO2

0.938 (0.945) [42]
kMMA/PMMA 0.970 (0.920) [42]
kCO2/PMMA 1.144 (1.148) by fitting data from [75]
KAIBN 1.0 [41]
� –0.3 by fitting data from [45, 76]
ap

f 2.5 m2 g–1 [42]



Thus, the maximum average length that chains produced in phase j can achieve
before diffusing out of the phase can be estimated as the ratio between these
two characteristic times:

xmax�j �

diff �j


p�j
� kpj�Mj	

Kj�p�j
�26�

However, the actual average length of the chains produced in phase j is given
by the ratio between the characteristic times of termination and propagation,
leading to:

xact�j � kpj�Mj	
ktj�Rj	 �27�
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Table 6.2 Recipes and operation conditions of the experimental runs used in case study I.

Data
set

Source Initial amounts Operating conditions Particle

conc.
MMA Co2 AIBN T P0 V Np/V
[g] [g] [g] [�C] [MPa] [cm3] [cm–3]

1 [41] 30 320 0.33 65 14.0 580 1�1010

2 [2] 1.49 7.09 8.1�10–3 65 34.5 10 3�1010

3 [6] 0.38 1.38 5.7�10–3 65 20.7 2.25 3�1010

Fig. 6.1 (a) Conversion as a function of time
predicted by the model (line) and measured
experimentally (�) under the operating con-
ditions corresponding to the experimental
run 1 in Table 6.2. (b) Weight average (solid
line) and number average molecular weight

(dashed line) as a function of conversion
predicted by the model under the operating
conditions corresponding to the experimen-
tal run 1 in Table 6.2. (Experimental data
from Mueller et al. [41]: MW (�) and
Mn(�) from [42]).
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Fig. 6.2 (a) Conversion as a function of time
predicted by the model (line) and measured
experimentally (�) under the operating con-
ditions corresponding to the experimental
run 2 in Table 6.2. (b) Weight average (solid
line) and number average molecular weight

(dashed line) as a function of conversion
predicted by the model under the operating
conditions corresponding to the experimen-
tal run 2 in Table 6.2; experimental data
from Hsiao et al. [2]: MW (�) and Mn(�)
(from [42]).

Fig. 6.3 (a) Conversion as a function of time
predicted by the model (line) and measured
experimentally (�) under the operating con-
ditions corresponding to the experimental
run 3 in Table 6.2. (b) Weight average (solid
line) and number average molecular weight

(dashed line) as a function of conversion
predicted by the model under the operating
conditions corresponding to the experimen-
tal run 3 in Table 6.2; experimental data
from O’Neill et al. [6]: MW (�) and Mn(�),
from [42]).



In the case where xact � xmax, the chains are terminated before they can dif-
fuse out of the phase of origin and we can therefore regard this phase as fully
segregated. On the other hand, when xact  xmax, the active chains are able to
diffuse out of the phase before terminating, and interphase equilibrium prevails
at any time. Extending the same arguments to the system under consideration
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Fig. 6.4 (a) Conversion as a function of time predicted by the model
(solid line) and measured experimentally by reaction calorimetry
(dashed line) and gravimetrically (�).
(b) Weight average molecular weight as a function of conversion
predicted by the model (line) and measured experimentally (�).
Operating conditions described in Chapter 5 and [55].

Fig. 6.5 Calculated conversion as a function of reaction time under the
operating conditions 1 in Table 6.2 with (solid line, same as in Fig. 6.1)
and without diffusion limitations (dashed line); circles are experimental
data (from [42]).



and including the chain length dependence of all the kinetic coefficients, we
can introduce the following characteristic quantity for each phase and each
chain length:

�j�x� �
Kx�jAp

ktj�Rj	Vj
�28�

where �Rj	 is the total active chain concentration in phase j. Using the two-film
theory [56], the overall mass transfer coefficients can be evaluated as follows
(subscripts 1 and 2 indicate continuous and dispersed phase, respectively):

Kx�1 � 1
kx�1

� mx

kx�2

� ��1

and Kx�2 � 1
mxkx�1

� 1
kx�2

� ��1

�29�

where kx�j � Dx�j�rp is the local mass transfer coefficient in phase j. Depending
upon the actual values of the parameters ��x�, four different conditions or op-
erating regions can be identified for a generic heterogeneous polymerization
process:

1.�1�x� and �2�x� � 1: The probability of termination is larger than that of dif-
fusion out of the phase for both continuous and dispersed phase. The chains
terminate in the phase where they were initiated, without any significant
chance of being transported to the other phase while active (region I).
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Fig. 6.6 MWD at various conversions predicted by the model (a) and
measured experimentally (b) under the operating conditions corre-
sponding to the experimental run 1 in Table 6.2; areas under the curves
are proportional to the conversion (from [42]).



2.�1�x� and �2�x� � 1: The probability of termination is smaller than that of dif-
fusion out of the phase for both continuous and dispersed phase. The chain mo-
bility is so large that termination cannot prevent the achievement of complete
equilibration of the chain concentration in the two phases (region III).

3.�1�x� � 1 and �2�x� � 1: The chains initiated in phase 1 (continuous) can
diffuse to phase 2, but the opposite transport cannot occur because of termi-
nation in phase 2 (which is faster than diffusion). The net result is that the
active chains initiated in phase 2 are segregated there while those initiated in
phase 1 are transported to phase 2 where they terminate. This situation can
be regarded as a sort of “irreversible transport’” of the radicals from the con-
tinuous to the dispersed phase (region IV).

4.�1�x� � 1 and �2�x� � 1: The situation is opposite to that in the previous
case. The chains initiated in phase 2 (dispersed) can diffuse to phase 1 but
the opposite transport does not occur because of termination in phase 1
(which is faster than diffusion). Therefore, active chains initiated in phase 1
are segregated there and those initiated in phase 2 are transported to phase 1
where they terminate. This corresponds to an “irreversible transport” of the
radicals from the dispersed to the continuous phase (region II).

All four operating regions are sketched in the plane �1 ��2 in Fig. 6.7, thus
giving a kind of “master plot” for radical partitioning, which is of general valid-
ity since in principle it could be applied to any two-phase polymerization pro-
cess (from this point on, the chain length dependence is omitted for brevity).
The four quadrants obtained when drawing the two lines at �1 � 1 and �2 � 1

6 Heterogeneous Polymerization in Supercritical Carbon Dioxide122

Fig. 6.7 Values of the �1 ��2 pairs as a function of chain length evaluated
under the operating conditions corresponding to the experimental run 1
in Table 6.2.



have been enumerated clockwise from I to IV starting from the quadrant in the
origin of the plane. As an example, a typical emulsion polymerization would be
located in quadrant IV since, because of the practical insolubility of the polymer
chains in the continuous (aqueous) phase, an irreversible mechanism of radical
transport prevails. On the other hand, a typical precipitation polymerization
should be located in quadrant I, since, because of the high reactivity of the
growing chains and the usually small interphase surface area, the former are
typically able to grow and terminate in the continuous phase before moving to
the other phase.

Evaluating the �1 ��2 pairs for each chain length in each phase for our spe-
cific polymerization process, the trace shown in Fig. 6.7 is obtained at inter-
mediate conversion under the experimental conditions of run 1. It is clear that
the calculated path covers two regions only in the � plane: regions I and IV. In
particular, we see that the points representative of very short chains (x � 16) lie
in region I, indicating that these radicals are segregated because of their rela-
tively large solubility in the continuous phase. However, at increasing chain
length, the chain solubility decreases and the corresponding � pairs enter re-
gion IV, thus indicating that an irreversible transport from the continuous to
the dispersed phase is dominant. In addition, it can be noted that above a cer-
tain chain length, �1 remains practically constant as the chain length increases
further, while �2 decreases strongly. The maximum value of chain length
shown in Fig. 6.7 is x � 51. If we consider longer chains, negligible solubility
in the continuous phase, i.e. mx � 0, can be assumed, and, from Eqs. (28) and
(29), it is readily seen that �2�x� � 0. This result indicates that for systems
where the polymer chains exhibit low solubility in the continuous phase, which
is the case for most of the two-phase polymerization systems of practical inter-
est, �2 is usually smaller than 1 and the radical partitioning regime is always
determined by the value of �1 only. Therefore, the previous analysis could be ef-
fectively carried out in terms of one single � value (that of the continuous
phase), and the two accessible regions correspond to either segregation (region
I, �1 � 1) or irreversible transport from the continuous to the dispersed phase
(region IV, �1 � 1). Moreover, the calculated trace shown in Fig. 6.7 confirms
that monomodal MWD is expected for the specific system under examination.
As a result of the irreversible transport of growing chains from the continuous
to the dispersed phase, the latter is the dominant reaction locus: very short
chains only can be segregated in the continuous phase, thus leading to the al-
most negligible tailing in the low-molecular-weight region of the experimental
and calculated MWD shown in Fig. 6.6. To enhance the relevance of the low-
MW mode of this distribution, the value of �1 should be reduced for much
larger values of the chain length. By inspection of Eq. (28), this could be done
by reducing the stability of the polymer particles (i.e. the interphase surface
area) or by increasing the radical concentration (i.e. the amount of initiator).
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6.5
Case Study II: VDF Precipitation Polymerization

In contrast to the case of MMA, very little information on VDF polymerization
in scCO2 is reported in the literature, thus making the model parameter evalua-
tion difficult. However, the selected values are summarized in Table 6.3 together
with the corresponding sources (for more details, see [48]). Three parameters
have been considered to be adjustable quantities: the VDF/PVDF binary interac-
tion parameter (needed in the Sanchez-Lacombe equation of state), the chain
transfer to polymer rate constant, and the final value of the total interphase sur-
face area (i.e. the particle morphology). Since the role of each parameter is quite
specific (the first and the last having a significant impact on the whole system
behavior, while the second only affects the MWD broadening), it was possible to
evaluate them with reference to a first specific experiment (so-called base case)
while simulating in a truly predictive way all remaining experiments. It is worth
noting that the crystalline part of the polymer is assumed to be impermeable to
all species and is therefore simply not included as “effective” volume of polymer
phase when evaluating interphase equilibrium. The batch experimental data
have been provided by Solvay-Solexis, and the different recipes as well as the re-
action conditions are presented in Table 6.4. In particular, the effect of changing
initial monomer concentration on the one hand and density (i.e. pressure) on
the other has been analyzed experimentally. Three different levels of initial
monomer concentrations and densities were explored. As a further validation,
the model equations were adapted to a continuous reactor (CSTR), and the re-
sults were compared to the experimental data reported by Saraf et al. [31].

The base case corresponds to an initial monomer concentration of 3.1 mol L–1

and a pressure of 20.4 MPa, respectively. The fitting to the experimental data in
order to estimate the three adjustable parameters was done in terms of conversion
versus time (Fig. 6.8) and MWD versus conversion (Fig. 6.9). Inspection of the re-
sults depicted in the two figures shows that the agreement is remarkably good,
and the final values of the adjustable parameters are given in Table 6.3. Note that
a value of 0.25 m2 g–1was used for the specific surface area. This value corre-
sponds to a final particle diameter of around 10 �m, which is reasonable for the
system under examination.

The conversion curve in Fig. 6.8 reveals an acceleration of the polymerization
rate at increasing conversion, thus indicating once more that diffusion limita-
tions are operative. In Fig. 6.9, it can be seen that the MWD exhibits two clearly
defined modes. The relevance of these two modes changes during the reaction
in such a way that the shorter chains are dominant at low conversion. In the
course of the polymerization, the higher-molecular-weight chains increasingly
get the upper hand. Moreover, looking at the shape of the two modes, it can be
seen that the one at higher molecular weights is significantly broader than the
other. All these features are well described by the model, thus enabling us to
propose the following reaction mechanism.
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Table 6.3 Model parameter values and corresponding sources used in case study II.

Parameter Value Unit Source

Kinetic parameters – dispersed phase

f2,0 0.60 [77]
Ad2 6.2�1016 s–1 [77]
Ed2 132 kJ mol–1 [77]
�V #

d2 0 cm3 mol–1 [77]
p0,d2 27.6 MPa [77]
Ap2 6.4�105 L mol–1 s–1 [48, 78]
Ep2 15 kJ mol–1 [59, 79], typical value
�V#

p2 –25 cm3 mol–1 [59, 79, 80], typical value
p0,p2 2.2 MPa [78]
Ap/




t

�
�2 6.5�109 L1/2 mol–1/2 s–1/2 [30, 48]

Ep/



t

�
�2 70 kJ mol–1 [30, 48]

�V #
t2 15 cm3 mol–1 [59, 79–81], typical value

p0,p/



t

�
�2 23.4 MPa [30]

kfp2/kp2 2.0�10–6 fitted

Kinetic parameters – continuous phase

f1,0 0.60 [77]
Ad1 6.3�1016 s–1 [77]
Ed1 132 kJ mol–1 [77]
�V #

d1 0 cm3 mol–1 [77]
p0,d1 27.6 MPa [77]
Ap1 6.4�105 L mol–1 s–1 [48, 78]
Ep1 15 kJ mol–1 [59, 79], typical value
�V #

p1 –25 cm3 mol–1 [59, 79, 80], typical value
p0,p1 2.2 MPa [78]
Ap/




t

�
�1 6.5�109 L1/2 mol–1/2 s–1/2 [30, 48]

Ep/



t

�
�1 70 kJ mol–1 [30, 48]

�V #
t1 15 cm3 mol–1 [59, 79–81], typical value

p0,p/



t

�
�1 23.4 MPa [30]

kfp1/kp1 2.0�10–6 fitted

Free-volume parameters

D0 7.66�10–4 cm2 s–1 by fitting data from [82]
E 8.21�102 J mol–1 by fitting data from [82]
K1,VDF/� 1.04�10–3 cm3 g–1 K–1 by fitting data from [82]
K1,PVDF/� 6.22 �10–5 cm3 g–1 K–1 by fitting data from Solvay
K2,VDF –Tg,VDF –0.6 K by fitting data from [82]
K2,PVDF –Tg,PVDF 330 K by fitting data from Solvay
V *

VDF 0.690 cm3 g–1 [83, 84]
V *

CO2
0.589 cm3 g–1 [68, 69]

V *
PVDF 0.565 cm3 g–1 [83, 84]

V ref
FH,CO2

0.231 cm3 g–1 [68, 69]
�CO2

8.76�10–4 K–1 [68, 89]



The polymerization proceeds in two reaction loci, the continuous phase and
the polymer particles. At low conversion, the first locus is dominant and low-
molecular-weight chains are predominantly produced. Since no gel effect is op-
erative in supercritical phase, no acceleration is verified in the first part of the
conversion versus time curve and the first mode of the MWD is quite narrow,
corresponding to a polydispersity of about 1.5. On the other hand, the relevance
of the polymerization in the particles is increases rapidly and becomes domi-
nant by the first hour. This behavior explains the increase in polymerization
rate and the high molecular weight of the second MWD mode (much lower ter-
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Table 6.3 (continued)

Parameter Value Unit Source

	VDF/PVDF 0.484 [83, 85]
	VDF/CO2

0.284 [83, 85]

Thermodynamic parameters

�*
VDF 2632 J mol–1 by fitting data from Solvay
�*

PVDF 6652 J mol–1 [86]
�*

CO2
2536 J mol–1 [74]

�*
VDF 7.76 cm3 mol–1 by fitting data from Solvay
�*

PVDF 20.16 cm3 mol–1 [86]
�*

CO2
4.41 cm3 mol–1 [74]

rVDF 6.03 by fitting data from Solvay
rCO2

6.60 [74]
�*

PVDF 1.920 g cm–3 [86]
�VDF/CO2

0.925 (0.964) by fitting data from [87]
�VDF/PVDF 0.900 (0.980) fitted
�CO2/PVDF 0.925 (0.940) by fitting data from [87]
VDF/CO2

0.838 (0.896) by fitting data from [87]
VDF/PVDF 1.000 (1.000) assumed
CO2/PVDF 0.840 (0.870) by fitting data from [87]
KDEPDC 1.0 [58]
� –0.3 by fitting data from [45, 76]
�f

p 0.25 m2 g–1 fitted

Table 6.4 Recipes and operation conditons of the experimental batch runs used in case study II.

Value Unit

Temperature 50 �C
Initial pressure 13.3/20.4/33.2 MPa
Reactor volume 2.0 L
c0

VDF 1.0/3.1/6.2 mol L–1

c0
DEPDC 5.0 mmol L–1



mination rates are operative). Moreover, the broadness of the same MWD mode
is due to chain transfer to polymer. In fact, such a reaction should take place to
a significant extent only inside the particles, where there is a high enough con-
centration of the polymer.

The effect of changing the initial pressure on reaction rate and MWD is
shown in Figs. 6.10 and 6.11, respectively. Even though the experimental data
exhibit some dependence upon pressure (increasing reaction rate and chain
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Fig. 6.8 Conversion as a function of reaction time calculated by the
model (line) and measured experimentally under the conditions of the
base case (�) (from [48]).

Fig. 6.9 MWD at various conversions calculated by the model (a) and mea-
sured experimentally (b) under the conditions of the base case (from [48]).

a) b)



lengths at increasing pressure), the model predictions are much less affected
and are practically independent. The latter observation is in agreement with the
findings by Hsiao et al. [2] for the dispersion polymerization of MMA in scCO2.
On the other hand, by changing the system pressure, the kinetic rate constants
as well as the interphase partitioning of both monomer and CO2 are affected.
Higher pressures usually increase the propagation rate constant and decrease
the termination rate constant (see activation volumes in Table 6.4), which in
turn leads to increased polymerization rates and higher molecular weights. With
regard to partitioning, higher pressures increase the sorption of CO2 in the dis-
persed phase, which results in dilution and, therefore, in the reduction of all
diffusion limitations upon the different reactions. As a consequence, higher ter-
mination and initiation rates are to be expected, thus resulting in shorter
lengths of the chains produced. Moreover, Saraf et al. [32] reported a decrease
in the monomer partition coefficient between polymer and continuous phase at
increasing pressure, from which reduced polymerization rate and, again, lower
molecular weights would be expected. Summarizing therefore, changes of the
initial pressure of the polymerization system affects several factors leading to
changes in the polymerization rate and the molecular weights of the chains pro-
duced, these changes being in opposite directions. Looking at the model predic-
tions, it is seen that the experimentally observed increase in the polymerization
rate is reproduced, even though it is less distinct (see Fig. 6.10). On the other
hand, higher molecular weights with increasing pressure are only predicted for
the chains produced in the continuous phase (see Fig. 6.11 a) whereas the ex-
perimental MWD exhibits a shift of both modes as shown in Fig. 6.11 b. Despite
this small discrepancy, the agreement between model prediction and experimen-
tal observation is considered to be satisfactory.
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Fig. 6.10 Conversion as a function of reaction time predicted by the
model (lines) and measured experimentally with c0

VDF = 3.1 mol L–1 at
50 �C and different densities: �= 0.65 kg L–1 (� dashed); 0.79 kg L–1

(� solid); 0.89 kg L–1 (� dotted) (from [48]).



The effect of changing the initial monomer concentration is shown in Figs.
6.12 and 6.13. Remarkable agreement between the model predictions and the
experimental data is found. In the case of the lowest monomer concentration,
the reaction rate does not exhibit any acceleration, thus indicating that the poly-
merization is almost exclusively occurring in the continuous phase. However,
the main reaction locus is shifted toward the dispersed phase at increasing
monomer concentration, which in turn results in a significant rate increase.
The same conclusion can be drawn in an even more convincing way when we
look at the MWD results shown in Fig. 6.13. At increasing monomer concentra-
tion, a second mode grows in the high-molecular-weight region as a result of
the reaction in the dispersed phase. Note that this second mode becomes domi-
nant when some acceleration in the reaction rate is found, and this joint behav-
ior strongly supports the two-loci mechanism underlying the developed model.
It is worth noting that changing the specific surface area for the different reac-
tion conditions could improve the fitting only to a very limited extent, indicating
that the system stability is quite constant under all conditions examined.

As mentioned above, the model was adapted to continuous reactors (CSTR)
in order to further validate its prediction ability. In particular, the effect of
changing the inlet monomer concentration on the MWD was investigated. Si-
mulations were carried out using the identical set of model parameter values al-
ready considered for the batch simulations above. However, because of the high-
er operating temperature in the CSTR reactions (see Table 6.5) with respect to
the batch experiments, the binary interaction parameters used in the frame of
the Sanchez-Lacombe equation of state have to be updated. This has been done
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Fig. 6.11 MWD predicted by the model (a) and measured experimen-
tally (b) with c0

VDF = 3.1 mol L–1 at 50 �C and different densities:
�= 0.65 kg L–1 (� dashed); 0.79 kg L–1 (� solid); 0.89 kg L–1

(� dotted) (from [48]).

a) b)



using experimental sorption/swelling data of CO2 in PVDF as well as density
data as a function of pressure for the binary mixture of VDF/CO2 at the appro-
priate temperature. The obtained values are reported in parentheses in Table
6.3. Note that the higher operating temperature was not a problem when evalu-
ating the kinetic rate constants, since Arrhenius laws were available.

The comparison between model predictions and experimental data is given in
Fig. 6.14. Keeping in mind that the latter are obtained in a completely different
polymerization system, at largely different conditions, and without any parame-
ter tuning, the agreement is surprisingly good. Moreover, the CSTR data con-
firm the observations made above when analyzing the batch data, namely that
the main reaction locus is shifted toward the dispersed phase at increasing
monomer concentration, leading to a growing mode at higher molecular
weights.
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Fig. 6.12 Conversion as a function of reaction time predicted by the
model (lines) and measured experimentally at 50 �C and 20.4 MPa
using different monomer concentrations: c0

VDF = 1.0 mol L–1

(� dashed); 3.1 mol L–1 (� solid); 6.2 mol L–1 (� dotted) (from [48]).

Table 6.5 Recipes and operation conditions of the experimental CSTR
runs used in case study II [31].

Value Unit

Temperature 75 �C
Pressure 27.7 MPa
Reactor volume 800 mL
Residence time 21 min
cIN

VDF 0.77/1.68/2.79/3.53 mol L–1

cIN
DEPDC 2.94/2.95/2.84/3.32 mmol L–1
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Fig. 6.13 MWD predicted by the model (a) and measured experimentally
(b) at 50 �C and 20.4 MPa using different monomer concentrations:
c0

VDF = 1.0 mol L–1 (� dashed); 3.1 mol L–1 (� solid); 6.2 mol L–1

(� dotted) (from [48]).

Fig. 6.14 MWD predicted by the model (a) and measured experimentally
(b) under the operating conditions reported in Table 6.5:
cIN

VDF = 0.77 mol L–1 (� dashed); 1.68 mol L–1 (� dash-dotted);
2.79 mol L–1 (� solid); 3.53 mol L–1.



To summarize, the model was able to describe the experimental data obtained
in batch as well as in CSTR with reasonable accuracy, thus validating the initial
schematization of the process. Before concluding, it is now worth repeating the
� analysis developed for MMA polymerizationin order to check the role of the
interphase transport of active chains and, therefore, to validate the previous
analysis concerning the reaction loci. Since bimodal MWDs indicate that two re-
action loci are operative, �1 values near unity may be expected for most of the
active chains, whatever their length. The � traces for the reactions carried out
in the batch reactor at three different monomer concentrations and calculated
at 25% of conversion are shown in Fig. 6.15. As expected, with the exception of
the shortest chains (degree of polymerization less than 20), most growing
chains exhibit �1 values very close to 1, thus confirming their ability to diffuse
from the continuous to the dispersed phase, where the same chains will experi-
ence a higher growth rate and some chain transfer to polymer. Note that the
calculated �1 values approach 1 as the system becomes more concentrated:
therefore, the increasing bimodal nature of the final MWD at increasing mono-
mer concentration is fully explained, once more indicating the benefit of the
simplified analysis based on characteristic times.

6.6
Concluding Remarks and Outlook

In this chapter, a comprehensive model of heterogeneous polymerization in
supercritical carbon dioxide has been applied to two different systems, with the
aim of elucidating the key mechanisms underlying the process. The main mod-

6 Heterogeneous Polymerization in Supercritical Carbon Dioxide132

Fig. 6.15 �p plot calculated at 50 �C and 20.4 MPa using different
monomer concentrations: c0

VDF = 1.0 mol L–1 (�); 3.1 mol L–1 (�);
6.2 mol L–1 (�).



el equations are the population balances accounting for the evolution of the con-
centration of the different polymer species as a function of the chain length.
Moreover, the calculation of interphase equilibria and volumetric behavior has
been based on the Sanchez-Lacombe equation of state, a popular thermody-
namic model suitable for polymer systems and high pressure. The particle size
distribution is not accounted for, and a constant number of particles with vari-
able but uniform size is assumed. Moreover, all kinetic parameters (reaction
rate constants, diffusion coefficients) have been evaluated using state-of-the-art
relationships, thus accounting for chain length and system viscosity effects. Fi-
nally, most parameter values have been found in the literature or estimated
from independent sources, in order to ensure a meaningful model validation.

Despite the large differences between the two cases examined (corresponding
to dispersion and precipitation polymerization conditions), a unifying modeling
approach has been found when accounting for the mass transport of all species
between continuous and dispersed phase. The agreement between model pre-
dictions and experimental results is a strong validation of the assumed reaction
scheme, accounting for the polymerization reaction in both phases. The funda-
mental interplay between the particle surface area and the polymer microstruc-
ture (i.e., the molecular weight distribution) has been clearly highlighted. A pair
of meaningful parameters, defined as the ratios of the characteristic times of
termination and diffusion out of each phase, appeared to be quite useful in pre-
dicting the system behavior at least in a semi-quantitative way. Therefore, a
rough evaluation of these quantities could represent an effective tool to identify
the main features of the polymerization system under examination.
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Notation

Symbols
� root mean square end-to-end distance per square

root of monomer units cm
�f

p final specific particle surface area m2 g–1

�f
p�j total particle surface area per volume of phase j m

–1

Ap total particle surface area m
2

Adj pre-exponential factor of initiator decomposition
in phase j s–1

Apj pre-exponential factor of propagation in phase j L1/2 mol–1/2 s–1/2
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Ap�



t

�
�j pre-exponential factor of the ratio kpj�







ktj

�
in phase j L mol–1 s–1

Atj pre-exponential factor of termination in phase j L mol–1 s–1

c0
i initial concentration of component i mol L–1

cIN
i inlet concentration of component i mol L–1

D0 pre-exponential factor, see Eq. (21) cm2 s–1

Di self-diffusion coefficient of component i cm2 s–1

Di�0 self-diffusion coefficient of component i at zero
conversion cm2 s–1

Dx�com center-of-mass diffusion coefficient of a chain of
length x cm2 s–1

Dx�j self-diffusion coefficient of a chain of length x in
phase j cm2 s–1

E critical energy to overcome attractive forces,
see Eq. (21) J mol–1

Edj activation energy of initiator decomposition in phase j kJ mol–1

Epj activation energy of propagation in phase j kJ mol–1

Ep�



t

�
�j activation energy of the ratio kpj�







ktj

�
in phase j kJ mol–1

Etj activation energy of termination in phase j kJ mol–1

fi�0 initiator efficiency in phase j at zero conversion
fi initiator efficiency in phase j
I total amount of initiator mol
Ij amount of initiator in phase j mol
[Ij] initiator concentration in phase j mol L–1

I�j amount of activated initiator in phase j mol
jc entanglement spacing
kdj initiator decomposition rate constant in phase j s–1

kfmj chain transfer to monomer rate constant in phase j L mol–1 s–1

kfpj chain transfer to polymer rate constant in phase j L mol–1 s–1

kij binary interaction parameter of the 1-parameter SL model
kIj initiation rate constant in phase j L mol–1 s–1

kpj propagation rate constant in phase j L mol–1 s–1

kpj�0 propagation rate constant in phase j at zero conversion L mol–1 s–1

ktcj termination by combination rate constant in phase j L mol–1 s–1

ktdj termination by disproportionation rate constant in
phase j L mol–1 s–1

ktj�0 termination rate constant in phase j at zero conversion L mol–1 s–1

kx�j local mass transfer coefficient of a chain of length x
in phase j cm s–1

K1�i free-volume parameter of component i cm3 g–1 K–1

K2�i free-volume parameter of component i K
Ki partition coefficient of component i
Kx�j overall mass transfer coefficient of a chain of length x

referred to phase j cm s–1

m0
j total initial mass of component i g

mx partition coefficient of a chain of length x
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M total amount of monomer mol
Mj amount of monomer in phase j mol
�Mj	 monomer concentration in phase j mol L–1

Mn number average molecular weight g mol–1

Mw weight average molecular weight g mol–1

NA Avogadro number mol–1

Np particle number
p pressure MPa
p0�dj reference pressure at which kdj has been obtained MPa
p0�pj reference pressure at which kpj has been obtained MPa
p0�p�




t

�
�j reference pressure at which kpj�





k

�
tj has been obtained MPa

p0�pj reference pressure at which ktj has been obtained MPa
Px�j amount of terminated polymer chains of length x

in phase j mol
�Px�j	 concentration of terminated polymer chains of

length x in phase j mol L–1

�P�
x�j	 hypothetical concentration of terminated polymer

chains of length x in phase j in equilibrium with the
corresponding bulk concentration in the other phase mol L–1

ri number of lattice sites occupied by component i
rp particle radius cm
R ideal gas constant J mol–1 K–1

Rx�j amount of radical chains of length x in phase j mol
�Rj	 total radical concentration in phase j mol L–1

�Rx�j	 concentration of radical chains of length x in phase j mol L–1

�R�
x�j	 hypothetical concentration of radical chains of length x

in phase j in equilibrium with the corresponding bulk
concentration in the other phase mol L–1

S total amount of solvent mol
Sj amount of solvent in phase j mol
�Sj	 solvent concentration in phase j mol L–1

t time s
T temperature K
Tg�j glass transition temperature of component i K
VFH�i specific hole-free volume of component i cm–3 g–1

V�
i specific critical hole-free volume of component i cm–3 g–1

Vj volume of phase j L
�V�

dj activation volume of initiator decomposition in
phase j cm3 mol–1

�V�
pj activation volume of propagation in phase j cm3 mol–1

�V�
tj activation volume of termination in phase j cm3 mol–1

x� y chain length
xmax�j maximum average length of chains produced in phase j
xact�j actual average length of chains produced in phase j
X conversion
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X f final conversion

Greek Symbols
� chain partitioning parameter, see Eq. (6.13)
�i coefficient of thermal expansion of component i K–1

��i ratio between coefficients of thermal expansion
of component i above and below Tg

� overlap factor, see Eqs. (6.21 to 6.23)
��x � x0� Kronecker delta function
�ij binary interaction parameter of the 2-parameter SL

model
��i characteristic interaction energy of component i J mol–1

ij binary interaction parameter of the 2-parameter SL
model

�j

i chemical potential of component i in phase j J mol–1

	ij ratio between molar volumes of jumping units of
i and j, Eq. (6.21)

� density kg L–1

�i density of component i g cm–3

��i characteristic density of component i, g cm–3

�i Lennard-Jones diameter of component i cm

diff �j characteristic time of diffusion out of phase j s

p�j characteristic time of propagation in phase j s
��i characteristic volume of component i cm3 mol–1

�j�x� ratio between characteristic times of termination
and interphase mass transport of a chain of length x
in phase j

�i weight fraction of component i
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Eric J. Beckman

7.1
Introduction

Emulsion polymerization refers to one type of heterogeneous polymerization
where two phases exist (continuous and discontinuous). The monomer in ques-
tion is relatively poorly soluble in the continuous phase and therefore partitions
strongly to the discontinuous phase. The discontinuous phase is composed of a
mixture of micelles (aggregates of surfactant, or soap molecules, of order 20 nm
in size) and monomer droplets (partially stabilized by surfactant, of order hun-
dreds of nanometers to microns in size). The micelles are thermodynamically
stable constructs, while the droplets would eventually settle from solution if stir-
ring of the system ceased. Emulsion polymerization occurs when an initiator
that is soluble in the continuous phase is added to the system and forms radi-
cals, either through thermal, radiative, or redox initiation processes. These radi-
cals diffuse to the micelle interface and encounter monomer, starting the poly-
merization (Fig. 7.1). Monomer diffuses through the continuous phase from the
droplets to the micelles, feeding the reaction. When a second radical enters the
micelle, the growing chain is rapidly terminated.

Emulsion polymerization is of interest for several reasons [1]:

1. The kinetics of the reaction are such that one can generate polymer at a high
rate with simultaneous high molecular weight. In a typical bulk or solution
polymerization, one elevates the rate of reaction via increases to initiator con-
centration, yet this also reduces the average kinetic chain length. In an emul-
sion polymerization, one can increase the rate of reaction either by elevating
the initiator or the surfactant concentration. Given two variables to adjust, it
becomes possible to increase the rate while maintaining molecular weight.

2. Operating the polymerization in a heterogeneous mode allows one to more
easily absorb the heat of the polymerization produced by vinyl monomers.

3. If the final product (polymer chains in micelles, known as a latex) is stable, then
this product can be used in interesting ways, such as in coating processes.
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Emulsions are generally classified as normal (oil-in-water) or inverse (water-in-
oil); in this paper, we will only consider inverse emulsions, as our continuous
phase is a non-aqueous fluid (primarily CO2). Typical monomers used in in-
verse emulsion polymerization are water soluble, and include (meth)acrylic acid,
(meth)acrylamide, vinyl pyrrolidone, N-vinyl formamide, vinyl sulfonic acid
salts, etc. Typical continuous phases used commercially are hydrocarbons, often-
times inexpensive fluids such as kerosene or naphtha. In this chapter we con-
sider emulsion polymerizations in near-critical or supercritical continuous
phases.

Regarding choice of continuous phase, in theory we might operate an inverse
emulsion polymerization in any fluid with a relatively low critical temperature
(for example, approximately 373 K and below), including alkanes and alkenes,
CFCs, HFCs, CO2, N2O, Xe, and dimethyl ether. However, practical considera-
tions greatly reduce this list; the flammability of alkanes, the danger inherent in
the use of N2O (it is a strong oxidant), the cost of HFCs and Xe, and the ozone-
depleting capacity of CFCs have meant that only CO2 is seriously considered as
a replacement for conventional oil-based continuous phases. We consequently
focus our attention on carbon dioxide.

Restricting our continuous phase to carbon dioxide means that the monomers
in question must be relatively CO2-phobic (in other words hydrophilic or at least
very polar). Note that this greatly reduces the number of monomers that would
be viable candidates for inverse emulsion polymerization in CO2 (or in another
supercritical continuous phase); indeed even some water-soluble monomers
such as acrylic acid are miscible with CO2 under relatively mild conditions. We
will examine the issues surrounding monomer selection and surfactant design
as they relate to the phase behavior of the system in the next section.
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Fig. 7.1 Schematic of emulsion polymerization.



The potential benefits of operating an inverse emulsion polymerization in
CO2 are two-fold. In a conventional inverse emulsion polymerization of a water-
soluble monomer, a hydrocarbon (kerosene, for example) is used as the continu-
ous phase (CP). Following polymerization, the polymer must be recovered and
separated from the CP, because the polymers are typically used by the customer
as aqueous solutions (in many cases where the presence of organic solvent is
not permitted). Separation of polymer from CP occurs by breaking the emulsion
(through addition of salt, for example), then stripping the solvent from the ma-
terial using a wiped film evaporator. Thus, recovery of the polymer following po-
lymerization is an energy-intensive and multi-step process. Conducting the
same polymerization in CO2 allows for easy separation; dropping the pressure
will lead to rapid precipitation of dry polymer powder. In addition to easy prod-
uct recovery, CO2 affords the added benefit that it does not participate in chain
transfer reactions. Most solvents exhibit some degree of chain transfer, where a
proton is abstracted from a solvent molecule, terminating a polymer chain (and
possibly starting another). Chain transfer lowers molecular weight. However, it
has been shown by DeSimone and colleagues [2] that CO2 does not participate
in chain transfer.

7.2
Inverse Emulsion Polymerization in CO2: Design Constraints

As noted above, not all water-soluble monomers can be polymerized in an in-
verse emulsion in CO2, simply because they are completely miscible with CO2

(which would lead to a dispersion polymerization, a kinetically and thermodyna-
mically distinct type of heterogeneous polymerization). In order to conduct an
inverse emulsion polymerization in CO2, the phase behavior of the system must
follow the somewhat simplified schematic shown in Fig. 7.2. Here, we see that
the surfactant to be used is soluble in CO2 at moderate pressures, allowing it to
dissolve and stabilize the micelles in which the polymer is formed. The mono-
mer exhibits a liquid-liquid phase boundary at substantially higher pressures
than that for the surfactant, such that the monomer will tend to partition into
the micelles at the operating pressure rather than simply dissolve in the contin-
uous phase. The monomer should not be completely immiscible with the CP, be-
cause it does have to diffuse from the large droplets into the micelles during po-
lymerization. Although easy to sketch, the schematic shown in Fig. 7.2 is excep-
tionally difficult to achieve in practice, which means that inverse emulsion poly-
merization in CO2 has not been widely practiced. Vinyl monomers are usually
miscible with CO2 at modest pressures, while the design of highly CO2-soluble
surfactants has proven to be a complex task. Thus, it is usual for the phase
boundary for the surfactant to appear at much higher pressures than that of the
monomer in CO2, meaning that only dispersion polymerizations are viable het-
erogeneous options. The dispersion polymerization regime, which is described
in Chapter 6 of this book, exhibits significantly different kinetic behavior. In
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summary, it has proven relatively difficult to create a system where the phase
boundary for the surfactant in CO2 exists at lower pressures than the phase
boundary for the monomer in CO2.

7.3
Surfactant Design for Inverse Emulsion Polymerization

As noted above, surfactants used in inverse emulsion polymerizations in CO2

must dissolve in CO2 and create micelles that solubilize the monomer. There-
fore, one end of these bifunctional molecules must interact favorably (in a ther-
modynamic sense) with CO2, while the other interacts favorably with the mono-
mer. Creation of suitable hydrophiles for these molecules has been straightfor-
ward, while design of the CO2-philic portion has been difficult, and even at
present cannot be considered to be an entirely solved problem. Thus, we consid-
er the design of CO2-philes in more depth.

Unfortunately, CO2 is a feeble solvent [3]; although it can solubilize low-mo-
lecular-weight, volatile compounds at pressures below 100 bar, polar and high-
molecular-weight materials are usually poorly soluble at tractable pressures. An
ability to design a priori highly CO2-soluble (“CO2-philic”) compounds would
render emulsion polymerization (and other applications!) in CO2 much easier
to perform. CO2’s solvent power has in the past been likened to that of toluene
(based on FT-IR spectroscopy [4]), to hexane [5] and to pyridine [6] (based on
thermodynamic solubility parameter calculations), and to acetone (based on hy-
drogen bond accepting tendency [7]). These descriptions have all been discarded
over the years when experimental data revealed them to be oversimplifications.
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Fig. 7.2 Phase behavior requirements for viable emulsion polymerization
in CO2.



7.3.1
Designing CO2-philic Compounds: What Can We Learn from Fluoropolymer Behavior?

In 1992, DeSimone and colleagues [8] published the first report of a truly “CO2-
philic” material, when they showed that a poly(perfluoroalkyl acrylate) with over
2500 repeat units was miscible with CO2 at pressures below 150 bar. By con-
trast, Heller and colleagues [9] had earlier noted that typical non-fluorinated
polymers with fewer than 25 repeat units were insoluble in CO2 at 200 bar. Sub-
sequent work showed that attachment of fluorinated “ponytails” to chelating
agents, surfactants, and catalyst ligands generally enhanced the solubility of
such compounds in CO2 [10]. The problem of CO2’s weak solvent strength
seemed to have been solved: fluorination = CO2-philicity. Indeed, as noted below,
fluorinated surfactants are the only amphiphiles that have proven to be techni-
cally successful in supporting emulsion polymerizations.

Unfortunately, the use of fluorinated ponytails to achieve CO2 solubility is rel-
atively expensive, and towards the end of the 1990s it also became somewhat
environmentally problematic. Indeed, the sales value of most of the polymers
generated using emulsion polymerization is of order 2 Euro/kg, while the value
of the fluorinated materials typically employed as CO2-philes can easily be 100
times greater. Further, some, but interestingly not all fluorinated alkane, acrylate,
and ether polymers are miscible with CO2 at much lower pressures than their
non-fluorous counterparts [8, 11, 12]. Attempts to explain the CO2-philic charac-
ter of fluorinated CO2-philes have focused on determining whether there exist
any specific interactions between CO2 and these molecules. Yee et al. used FTIR
to investigate mixtures of CO2 and hexafluoroethane [13], but found no evidence
of specific attractive interactions between the F atoms and CO2. The authors
consequently attributed the observed enhanced solubility of fluorocarbons to
weak solute-solute interactions. However, when Dardin et al. compared 1H and
19F NMR chemical shifts of n-hexane and perfluoro-n-hexane in CO2 [14], they
observed a chemical shift in the C6F14 spectra, which they ascribed to C6F14-
CO2 van der Waals interactions. By contrast, Yonker et al. showed (using 1H
and 19F NMR) that neither fluoromethane (CH3F) nor trifluoromethane (CHF3)
exhibit significant specific attractive interactions with CO2 [15].

Theoretical studies have also resulted in contradictory findings. Using re-
stricted Hartree-Fock level ab initio calculations, Cece et al. suggested that there
exist specific interactions between CO2 and the fluorines of C2F6 [16]. Han and
Jeong [17], however, disagreed with these results, noting that Cece et al. did not
take into account basis set superposition error (BSSE) corrections during their
calculations. Using similar ab initio calculations, but accounting for BSSE cor-
rections, Diep et al. [18] reported no evidence of CO2-F interactions in perfluori-
nated compounds. Raveendran and Wallen computationally investigated the ef-
fect of stepwise fluorination on the CO2-philicity of methane in an effort to ad-
dress the existence of F-CO2 interactions. In partially fluorinated systems, the
fluorine atom acts as a Lewis base toward an electron-deficient carbon atom of
CO2, and the hydrogen atoms, having increased their positive charge because of
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the neighboring fluorine, act as Lewis acids toward the electron-rich oxygen
atoms of CO2 [19].

Fried and Hu used MP2 calculations (6-31++G** basis set) in an effort to
identify the nature of specific interactions between CO2 and fluorinated substi-
tuent groups on polymers [20]. They reported that quadrupole-dipole interac-
tions are important contributors to the total energy of interaction. In experimen-
tal studies by McHugh et al., the favorable miscibility of fluorocarbons has also
been attributed to polar-quadrupole interactions [21]. The authors noted that
fluorination imparts solubility to the polymer provided that polarity is also intro-
duced to the polymer via such fluorination. Too high a level of fluorination pro-
duces an adverse effect on miscibility due to dominance of dipole-dipole interac-
tions between the polymer chains [22].

Clearly, there is considerable controversy in the literature surrounding the ori-
gin of the miscibility of some fluorinated polymers in CO2, yet there do seem
to be some interesting lessons to be learned from this work regarding CO2-phile
design, namely:

� The presence of fluorine creates molecules with weak self-interaction, render-
ing miscibility with CO2 possible at lower pressures.

� Electronegative fluorine may exhibit specific interactions with CO2’s electron-
poor carbon, lowering miscibility pressures.

� The presence of fluorine will affect the acidity of neighboring protons, allow-
ing for the possibility of specific interactions between these protons and
CO2’s oxygen atoms.

7.3.2
Non-Fluorous CO2-Philes: the Role of Oxygen

We have explored the possibility that one could design a non-fluorous CO2-phile,
basing our early designs on intriguing literature on interactions between oxygen-
containing functional groups and CO2. For example, Kazarian and coworkers re-
ported the existence of Lewis acid-Lewis base interactions (via FT-IR) between CO2

and the oxygen of a carbonyl [23]. In this and other studies, it was shown that the
carbonyl oxygen interacts with the carbon atom of CO2, where the geometry and
strength of the interaction may vary depending on adjacent groups [24–26]. The
use of oxygen-containing functional groups appeared particularly advantageous
in CO2-phile design because it allows for the creation of specific interactions with
CO2 while minimizing the strength of self-interactions of the solute.

We subsequently showed that addition of carbonyl-containing functional
groups lowers the miscibility pressures of silicones [27] in CO2; the combination
of weak self-interaction (silicones) and CO2-carbonyl groups interaction is clearly
favorable. Addition of ether groups to a silicone backbone also lowers miscibility
pressures; our subsequent calculations suggested equal strength of interaction
between ether oxygen : CO2 and carbonyl oxygen : CO2 pairs, allowing for strate-
gic combinations. The particular utility of acetates in lowering miscibility pres-
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sures in CO2 was demonstrated by Wallen [28] and by our group [29] using ace-
tate-functional saccharides and polysaccharides. As shown in Fig. 7.3, a surfac-
tant formed from vinyl acetate will dissolve in CO2 at accessible pressures,
although they are still relatively high.

To our CO2-phile molecular “wish list” of weak self-interaction and oxygen:
CO2 interactions we added high flexibility/low softening point, assuming that
this characteristic would enhance the entropy of mixing of the compound with
CO2. We then designed a series of ether-carbonate copolymers that exhibited
lower miscibility pressures than the fluorinated polyethers we had employed as
CO2-philes for over a decade [30]. Nevertheless, our set of guidelines remained
simply guidelines; true a priori design was not possible. In particular, we noted
that very small changes to structure led to dramatic and unpredictable changes
in phase behavior, a frustrating situation. For example, it has been known for al-
most a decade [21] that polymethyl acrylate (PMA) and polyvinyl acetate (PVAc)
exhibit miscibility pressures in CO2 that differ by hundreds of bar – this result
would not be predicted by any group contribution thermodynamic model cur-
rently in use without purely empirical adjustments. Indeed, the PMA/PVAc ef-

7.3 Surfactant Design for Inverse Emulsion Polymerization 145

Fig. 7.3 Phase behavior of PVAc8 AOT analog/CO2 mixtures at 298 K.
W= 0 (+); W= 10 (�); W= 50 (l). The structure of the polymer is shown.



fect is preserved even when we attach the ester group in either an “acrylate” or
“acetate” fashion to other polymer backbones (Fig. 7.4). Finally, while polyvinyl
acetate exhibits relatively accessible miscibility pressures, we have found that
the addition of a single methylene unit (polyallyl acetate) creates a material that
is, for all intents and purposes, insoluble. Again, traditional thermodynamic
models provide no guidance here.

We believe that at least part of the answer to these puzzles lies in CO2’s abil-
ity to act as both Lewis acid and Lewis base, coupled with subtle effects of
neighboring substituents on the acidity of certain protons. For example, Wallen
and colleagues [31], in an analysis of interactions between acetate groups and
CO2, found that the acidity of the methyl acetate protons allows for binding of
CO2 through both its carbon and oxygen atoms. We [32] have found experimen-
tally that copolymers of vinyl acetate (VAc) and tetrafluoroethylene (TFE) exhibit
lower miscibility pressures than either of the homopolymers. Not surprisingly,
calculations made (using MP2/aug-cc-pVDZ level of theory) on the geometry
and strength of the interactions between CO2 and various dyads (TFE-VAc, VAc-
VAc, etc.) in the copolymer showed that the presence of the difluoromethylene
groups in the backbone render neighboring protons more acidic. This neigh-
bor effect allows quadradentate binding between CO2 and the TFE-VAc dyad
(Fig. 7.5). Given our results with TFE-VAc copolymers, can one design a struc-
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Fig. 7.4 Phase behavior of two functionalized silicone polymers in
carbon dioxide at 295 K. Structures are shown.



ture that might incorporate the benefits of this copolymer, yet without the need
for fluorine?

In summary, combinations of theory and experiment are rapidly advancing
our ability to design cost-effective CO2-philic materials and hence surfactants
that are both economical and effective. We would propose the following molecu-
lar characteristics for a “CO2-phile”:

� Flexible, high free volume materials. Eastoe and colleagues [33] have pre-
viously demonstrated that increasing free volume through functional group
changes will enhance solubility of compounds in CO2. Elevating free volume
and flexibility can, for example, be accomplished through branching and use
of ether linkages in the main chain.

� Weak self-interactions. O’Neill and colleagues [34] have previously noted that
most of the CO2-philes known exhibit relatively weak self-interaction, as evi-
denced by low cohesive energy density. We have found, for example, that
while tertiary amines interact more strongly with CO2 than do carbonyls, the
stronger self-interaction of the amine-containing compounds actually elevates
their miscibility pressures in CO2 versus oxygen-containing analogs.

� Multidentate interactions between CO2 and solute functional groups, where
interactions involve both the carbon and oxygens in CO2. Oxygen-containing
functional groups are advantageous in that they interact with CO2, adjust the
acidity of neighboring protons, and add comparatively little to the strength of
self-interaction of the solute.
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Fig. 7.5 Above: Charge distribution on model
for TFE-VAc dyad calculated using Gaussian
98 package, revision A11; note charges on
protons next to carbonyl and CF3 group.
Below: Optimized binding geometries for the
CO2 – TFE-VAc dyad using MP2/6-31+g(d)

level of theory; optimized configurations
were then used to calculate the more accu-
rate single-point binding energies using the
aug-cc-pVDZ basis set with counterpoise
corrections.



Inexpensive, effective surfactant design is probably the key issue that must be
dealt with in order to render emulsion polymerization in carbon dioxide a viable
process, and hence advances in the understanding of the solvent behavior of
CO2 must continue to drive this application forward.

7.4
Inverse Emulsion Polymerization in CO2: Results

Adamsky and Beckman [35] first examined the emulsion polymerization of acry-
lamide in CO2 using a fluoroether-functional surfactant to stabilize the system.
Because acrylamide is a solid, it was added to the system as an aqueous solu-
tion, rendering post-polymerization examination of particle size problematic.
However, given that neither acrylamide nor water are appreciably soluble in
CO2, while the perfluoropolyether (PFPE) surfactant is, this system could in-
deed be considered an inverse emulsion polymerization. Adamsky followed up
his initial work with an evaluation of the effect of surfactant structure on the
rate of polymerization and the molecular weight of the polyacrylamide. A series
of nonionic surfactants were generated by esterifying a poly(hexafluoropropy-
lene oxide) carboxylic acid (2500 MW, Krytox functional fluid, Miller-Stephen-
son) with polyethylene glycols of varying molecular weights (200–1500). Poly-
merizations were conducted at 333 K, typically at a starting pressure of 34.5
MPa. Not surprisingly, as the chain length of the polyethylene glycol block in-
creased, the phase boundary of the surfactant shifted to higher pressures; the
1500 MW analog was in fact poorly soluble under the polymerization condi-
tions. Although the analog with PEG with a molecular weight of 200 was the
easiest to solubilize, it exhibited very little effect on the outcome of the polymer-
ization. The rate using PEG200 did not vary as surfactant concentration in-
creased, while the molecular weight dropped, possibly because of chain transfer
to surfactant. For the cases of the PEG600, PEG900, and PEG1500 amphiphiles,
the rate of polymerization varied as [S]1.25, close to the expected range of 0.4 to
1.2 from Smith-Ewart kinetics, and close to the value of 1 found by Vanderhoff
for acrylamide polymerization in an alkane continuous phase [36] using alkyl-
PEG surfactants. This behavior may be due to better anchoring of the surfac-
tants with longer PEG chains to the growing polymer particles – the fact that
the PEG200 surfactant is more CO2-philic may prompt it to exist as unimers in
the continuous phase, rather than forming micelles and stabilizing monomer
droplets. In all cases, molecular weight dropped as surfactant concentration in-
creased, MW�[S]–0.35, again very similar to Vanderhoff’s observed exponent of
–0.3 found using conventional alkyl-PEG diblock surfactants in a hydrocarbon
continuous phase.

We subsequently examined the heterogeneous polymerization of N-vinyl for-
mamide (NVF) in CO2, using a series of PFPE-functional sorbitol surfactants
[37] to stabilize the system and AIBN (azobisisobutyrnitrile) as initiator. NVF is
a liquid monomer with a sizable phase envelope at 338 K (Fig. 7.6), allowing
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polymerization to commence in either the dispersion (monomer completely
miscible) or emulsion (monomer partially miscible) regimes. The dispersion re-
gime was accessed by operating the polymerizations at 34.5 MPa and 338 K,
where the system was initially homogeneous and clear, while emulsion polymer-
izations were operated at 20 MPa and 338 K. In the dispersion regime, the rate
of polymerization varied as R�[S]a, where the exponent was 0.6 for a sorbitol
surfactant with a 2500 MW PFPE chain and 1.1 for a sorbitol surfactant with a
5000 MW PFPE chain [38]. One might argue that the latter surfactant demon-
strated a better balance between anchoring to the polymer particles and CO2-
philicity (the analog to a hydrophobic-lipophilic balance), but we also observed
that the polymerization was faster in the absence of surfactant, where the sys-
tem operated simply as a precipitation polymerization. It was difficult to draw
any conclusions as to trends in molecular weight and surfactant structure. Poly-
merizations of NVF were also run in the emulsion regime, below the phase
boundary of the monomer in CO2 where the system was initially heterogeneous
(cloudy). In contrast to polymerizations in the dispersion regime, here there
was a clear advantage to working with the surfactants, in that the rate was typi-
cally 2 to 4 times higher with surfactant than without. Here again, the depen-
dence of rate on surfactant concentration varied as the surfactant structure was
changed, as shown in Table 7.1.

Here again, we might argue that the 5000 MW PFPE-functional material exhi-
bits the best balance between CO2-philicty and anchoring to the polymer parti-
cle (hydrophilicity). Interestingly, the behavior of the 2500 PFPE surfactant var-
ied as the amount of monomer in the system varies. At an initial concentration
of 7% NVF, the behavior of the 2500 MW perfluoropolyether surfactant is as
shown in Table 7.1; however when the monomer concentration is increased to
17 wt%, the behavior changes, such that the rate varies as [S]0.2 – it is not clear
why this behavior occurs.

It should be noted that while the surfactants used by Adamsky and Singley
were able to support emulsion polymerization in CO2, the latex formed during
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Fig. 7.6 Phase behavior of NVF in CO2 at 338 K.



these reactions was not stable – the polymer particles settled to the bottom of
the reactor if stirring ceased. This demonstrates another challenge for surfac-
tants used in heterogeneous polymerization in CO2; CO2’s relatively low density
and viscosity (compared to water or organic solvents) prompt more rapid set-
tling of particles than conventional organic solvents or water.

Fink synthesized a series of silicone-based surfactants [39] and used these to
examine the emulsion polymerization of vinyl pyrrolidone (VP) in CO2. These
monomers are liquids under ambient conditions, and hence phase behavior in
CO2 was measured to determine under what conditions one could operate in an
emulsion polymerization mode (Fig. 7.7). As is the case with NVF, the phase
behavior of 1-vinyl-2-pyrrolidone offers the possibility for distinct polymerization
regimes. Above pressures of ca. 28 MPa at 338 K, VP is miscible with carbon di-
oxide in all proportions. Below 28 MPa, VP and CO2 will either phase split into
monomer-rich and CO2-rich phases, or exist as a single phase, depending upon
the initial VP concentration and system pressure. Consequently, a polymeriza-
tion can be conducted initially in the single phase regime above 28 MPa, lead-
ing to a purely dispersion mechanism, or initially within the two-phase dome in
P–x space, leading to an inverse emulsion polymerization. Finally, a polymeriza-
tion can be conducted where pressure and composition are chosen to initially
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Table 7.1 Correlation between polymerization rate and surfactant
concentration during polymerization of NVF in CO2 in the emulsion
regime ([AIBN] = 0.15%, [NVF]= 7.3%, T = 338 K, P= 20 MPa

Surfactant Rate: [S] correlation

1 2500 MW PFPE chain on sorbitol R�[S]–0.35

1 5000 MW PFPE chain on sorbitol R�[S]0.87

1 7500 MW PFPE chain on sorbitol R�[S]0.18

Fig. 7.7 Phase behavior of VP in CO2 at 338 K.
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Fig. 7.8 Silicone surfactants evaluated during polymerization of VP in carbon dioxide.



produce a single phase (for example, at 10 wt% VP at 20 Mpa and 338 K), such
that the emulsion regime is entered as monomer is depleted from the continu-
ous phase during the polymerization.

The silicone surfactants (Fig. 7.8) were generated and evaluated because they
are known to be significantly less expensive than analogous fluorinated materi-
als; however, silicones are also significantly less CO2-philic than fluoroalkyls. In-
terestingly, unlike most materials in mixtures with CO2, silicones do exhibit
UCST type behavior (decreasing phase boundary pressures as temperature in-
creases), and hence it was felt that they might be useful for a heterogeneous po-
lymerization at 338 K. However, silicones are not nearly as CO2-philic as their
fluorinated counterparts, and hence the phase boundaries for these compounds
(in CO2) occur at higher pressures than does the phase boundary of VP. Here,
however, the monomer acts as a co-solvent for the surfactants, allowing amphi-
phile miscibility at lower pressures and permitting the support of heteroge-
neous polymerization.

Most of the surfactants in Fig. 7.8 were able to support dispersion polymeriza-
tion (polymerization that was performed at pressures above the phase boundary
of the monomer in CO2) such that the rate of polymerization was higher with
surfactant than without (Table 7.3). Differences in the behavior of the various
surfactants was ascribed to differences in the CO2-phile:hydrophile balance; sur-
factants must have the correct balance between the ability to anchor to the poly-
mer particles and the ability to mix readily with CO2 and hence stabilize grow-
ing particles. Attempts to operate the polymerization purely in the emulsion re-
gime (within the phase envelope of the monomer) failed to produce useful re-
sults (very poor yields resulted). This was likely due to the fact that (a) lower
monomer concentration and lower pressure were employed to access this re-
gime, given the phase behavior of VP in CO2, and (b) at these conditions,
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Table 7.2 Summary of structural variables for surfactants 3 a–d and 4 a–c shown in Fig. 7.8.

Code
number

Topology Silicone chain
length

CO2-phobe type CO2-phobe
chain length

Number of
CO2-phobic
chains

3a Comb 28 repeats Polypropylene oxide 3 1 a)

3 b Comb 28 repeats Polypropylene oxide 3 2 a)

3 c Comb 28 repeats Polypropylene oxide 3 3 a)

3 d Comb 28 repeats Polypropylene oxide 3 6 a)

4 a Comb 175 repeats Polyethylene oxide 3 8
4 b Comb 175 repeats Polyethylene oxide 7 8
4 c Comb 175 repeats Polyethylene oxide 12 8

a) For surfactants 3a–3 d, when “n” CO2-phobic chains (where n varies
between 1 and 6) are attached to the backbone, (6-n) short silicone chains
(4 repeats, branched) are also attached to block all reactive hydromethyl
siloxane groups.



neither parameter was high enough to solubilize the silicone surfactant. Several
“hybrid” polymerizations were therefore attempted. As can be seen from the VP
phase diagram in Fig. 7.7, if we commence polymerization at an initial pressure
of 22 MPa, 338 K, and 16.5% VP, we will begin the reaction in the dispersion
regime. However, as monomer is depleted from the system through polymeriza-
tion, we could ultimately enter the emulsion regime. Such polymerizations
using surfactant 4b showed that rate is ca. [S]0.34; polymer molecular weight
also increased as surfactant concentration increased (M�[S]0.23). These values
are lower than what one would expect from a typical inverse emulsion polymer-
ization, but this may be entirely due to the fact that the silicone surfactants will
begin to precipitate from solution as the monomer is consumed. Thus, in sum-
mary, although silicones are significantly less expensive than fluorinated amphi-
philes, they were not sufficiently CO2-philic to be employed as stabilizers in an
inverse emulsion polymerization in CO2. Here again we see that a surfactant
design combining low cost and high solubility is crucial.

Recently, Ye and DeSimone [40] showed that a diblock copolymer of a fluori-
nated acrylate and a glucose-containing hydrophilic block will support the emul-
sion polymerization of N-ethyl acrylamide in CO2. Here, the use of a fluorinated
azo-initiator that partitions strongly to the CO2 phase (avoiding the monomer
droplets) led to the generation of very fine (submicron) particles of polymer.
Fluoroacrylates are known to be the most CO2-philic materials found to date,
and hence their use allows for achievement of the crucial phase behavior condi-
tions shown in Fig. 7.2.
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Table 7.3 The polymerization of polyvinyl pyrrolidone (16.3 wt.-%, 1% AIBN,
ca. 22 MPa, 338 K) with 2.5% surfactant: yield and relative rate of poly-
merization in carbon dioxide.

Surfactant Yield (%) Relative rate

no surfactant 69 1
2 a 77 3.7
2 b 81 3.9
2 c 80 2.4
3 a 84 5.3
3 b 86 4.8
3 c 84 3.0
3 d 71 0.5
4 a 72 2.1
4 b 76 3.5
4 c 79 2.3

a) Versus the polymerization without surfactant as a reference.



7.5
Future Challenges

Any future application of inverse emulsion polymerization in CO2 will depend
entirely upon the design of suitable surfactants, combined with choosing suit-
able monomer systems. The surfactant and monomer must exhibit phase be-
havior in CO2 according to Fig. 7.2 to operate in the emulsion polymerization
regime. At present, fluorinated surfactants allow for technical success, yet are
not sufficiently economical to allow for commercial success as well.
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Maartje Kemmere, Tjerk J. de Vries, and Jos Keurentjes

8.1
Introduction

Polyolefins are the largest group of synthetic polymers and comprise a number
of homopolymers including polyethylene (PE), polypropylene (PP), and poly(iso-
butene) as well as many copolymers. Most of the copolymers, in particular elas-
tomers, are currently synthesized in organic solvents. An illustrative example is
the production of EPDM in hexane. Typically, the process involves a solution po-
lymerization in a CSTR, in which 20 wt% of polymer is dissolved in an excess
of hexane [1]. From an environmental point of view, these processes are undesir-
able, because of inevitable losses of the solvent to the environment. Another
major drawback of polymerizations in organic solvents is the inefficient removal
and recovery of the solvents and monomers. Often the solvent recovery requires
more effort and energy than the actual polymerization. Therefore, a strong in-
centive exists in the polymer industry to make processes more sustainable, and
this is also driven by legislation. As a result of this, process concepts are needed
in which the use of organic solvents is avoided or where the solvents are re-
placed by environmentally benign alternatives.

Alternative slurry and gas phase processes for the production of EPDM are
an improvement with respect to the solvent recovery step [2]. However, in gas
phase processes the possibility of incorporating large amounts of heavier mono-
mers is limited because of the low vapor pressure of these monomers. Further-
more, conventional slurry processes use aliphatic diluents such as iso-butane or,
in some processes, supercritical propane, which are highly flammable.

In this chapter, we explore the potential of supercritical carbon dioxide
(scCO2) as an alternative reaction medium for the production of EPDM and
other elastomers. A new process for the catalytic polymerization of olefins in
scCO2 has been developed, for which the phase behavior, the catalyst system,
various polymerization reactions, and a preliminary process design have been
considered.
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8.2
Phase Behavior of Polyolefin-Monomer-CO2 Systems

For the application of supercritical carbon dioxide as a medium for the produc-
tion of polyolefins, it is important to have reliable thermodynamic data for the
systems involved. Knowledge of the phase behavior of the reaction mixture is
crucial to properly choose process variables such as temperature and pressure
in order to achieve maximum process efficiency. For this reason, the ethylene-
poly(ethylene-co-propylene) (PEP)-CO2 system has been taken as a representa-
tive model system [3]. The effect of molecular weight as well as the influence of
CO2 on the phase behavior has been studied experimentally by cloud-point mea-
surements. In addition, the Statistical Associating Fluid Theory (SAFT) has
been applied to predict the experimental results.

8.2.1
Cloud-Point Measurements on the PEP-Ethylene-CO2 System

The phase behavior of the binary system ethylene-PEP and the ternary system
ethylene-PEP-CO2 have been determined in an optical high-pressure cell de-
signed for pressures up to 400 MPa and temperatures up to 450 K. Fig. 8.1 gives
a schematic view of the method used for cloud-point measurements.

The cell, which is provided with sapphire windows and magnetic stirring, is a
modification of the one described by Van Hest and Diepen [4]. A detailed de-
scription of this apparatus and the experimental techniques used is given by De
Loos et al. [5]. The cloud-point pressures of mixtures of known composition
have been measured as a function of temperature by visual observation of the
onset of phase separation of the homogeneous phase by lowering the pressure
(cloud-point isopleths). The cloud-points have been determined with an absolute
error of ± 0.03 K in temperature and ± 0.1 MPa in pressure.

The sample preparation has been carried out at ambient pressure and tempera-
ture. The properties of the PEP-polymers used for the cloud-point measurements
are listed in Table 8.1, for which the molecular weights have been measured with
high temperature gel permeation chromatography (GPC, dynamic viscosity). The
estimated relative error in the amounts of the components in the mixtures is < 2%
for PEP 8.7, < 0.1% for PEP 51 and ethylene, and < 0.7% for CO2.

In Fig. 8.2, the experimental cloud-point isopleths of the PEP51-ethylene and
PEP8.7-ethylene systems are presented. The results show that the cloud-point
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Fig. 8.1 Schematic view of the Cailletet
apparatus used for the cloud-point
measurements, with: 1. mercury,
2. water, 3. sample, 4. pressure system.



pressure decreases on increase in temperature or polymer weight fraction (wp)
or decrease in molecular weight of the polymer at the given experimental condi-
tions. A similar trend has been observed in systems of linear polyethylene and
ethylene [5]. The experimental cloud points for the ternary system ethylene-
PEP51-CO2 are presented in Fig. 8.3. From these data it can be concluded that
an increase in the weight fraction of CO2 leads to higher cloud-point pressures
for the two different polymer weight fractions. This effect can be attributed to
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Table 8.1 Characterization of the poly(ethylene-co-propylene) used for
the cloud-point measurements.

Sample Mn

(kg mol–1)
Mw

(kg mol–1)
Mz

(kg mol–1)
Me/100Cb)

PEP8.7 a) 8.7 24 47 22
PEP51 a) 51 120 210 21

a) Polymer obtained from the Polymer Technology Laboratory of Eind-
hoven University of Technology.

b) Me/100C is the number of methyl branches per 100 carbon atoms
determined from the overall propylene content of the polymer.

Fig. 8.2 Cloud-point measurements of (a)
PEP51 and PEP8.7 in ethylene and (b) pres-
sure-composition sections for PEP51-ethyl-
ene system. (a) PEP51: +: wp = 0.0357;
�: wp = 0.0498; �: wp = 0.0756; �: wp = 0.0989;

�: wp = 0.1230; �: wp = 0.1491; PEP8.7:
�: wp = 0.0468; �: wp = 0.1168; �: wp =0.1503;
�: wp = 0.1983; (b) �: T= 313 K; �: T= 318 K;
�: T= 323 K; �: T= 328 K; �: T= 333 K;
�� : T= 338 K; +: T = 343 K.

(a) (b)



the lower permittivity and the higher quadrupole moment of CO2 when com-
pared to ethylene. Both properties lower the dispersion interaction with the
polymer, because the polymer has a much higher permittivity. The increase in
the slope (dP/dT) of the isopleths with increasing weight fraction of CO2 shown
in Fig. 8.3 b can be attributed to the higher quadrupole moment of CO2, as
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Fig. 8.3 Cloud-points for the ethylene-PEP51-
CO2 system (a) with 5 wt% PEP51 (open
symbols) and 10 wt% PEP51 (closed sym-
bols). �,�: T = 313 K; �,� : T = 323 K;
�,�: T= 333 K; �,�: T = 343 K.

(b) Symbols show measured cloud-points of
5 wt% PEP51 in x wt% CO2 and (95–x) wt%
ethylene. (�) x = 20; (�) x = 15; (�) x = 10;
(�) x = 5. Lines show SAFT modeling.

(b)

(a)

400



quadrupole moments are more temperature sensitive. More detailed experimen-
tal results of the investigated systems are given by De Vries et al. [3].

In general, the results show that when CO2 is added to the system ethylene-
PEP, it acts as a strong antisolvent. Therefore, these results imply that the olefin
process in supercritical CO2 in principle involves a precipitation polymerization.

8.2.2
SAFT Modeling of the PEP-Ethylene-CO2 System

To describe the measured cloud-points, the SAFT equation of state (eos) has
been used. The SAFT eos [6] is based on the perturbation theory (see Chapter
3), and, in spite of the rather complex derivation of the model equations, the ba-
sic idea and the application of the model is less complex. The SAFT eos can be
written as a sum of Helmholtz energies. The first contribution is the Helmholtz
energy of an ideal gas, followed by a correction for a mixture of hard spheres, a
correction for chain formation, and a correction for the dispersion and associa-
tion forces:

a � aideal gas � ahard sphere � achain � adispersion��aassociation� �1�

Because of the absence of strong specific interactions in our systems, such as
hydrogen bonding, the association contribution is omitted in the calculations.
Without the association term, the SAFT eos requires three parameters for pure
components: a segment volume, ���, a segment-segment interaction energy, u�/
k, and the number of segments, m. The dispersion energy is incorporated in
the model as a square-well potential. To describe multicomponent systems, a bi-
nary interaction parameter, kij, is needed for each pair of components. This kij

is used as a correction of the segment-segment interaction energy between the
two different segments. In this work, mixing rules based on the Van der Waals
one-fluid theory [7] have been applied to describe the mixture parameters:

v0
i � 1

8
v

01
3

i � v
01

3
j

� �3
�2�

uij � �1 � kij� ��������
ui uj

� �3�

m � �i ximi �4�

The procedure to obtain the pure component parameters and binary interaction
parameters for the ethylene-PEP-CO2 system has been described in detail pre-
viously [3]. The pure-component parameters for the small molecules (carbon di-
oxide and ethylene) have been obtained by fitting to experimental vapor pres-
sure data and saturated liquid densities. The procedure to obtain parameters for
large molecules such as polymers is less evident. For PEP, the set of pure com-
ponent parameters has been obtained by fitting the parameters to PEP PVT data
[8] by minimization of the residual squares of calculated and measured densi-
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ties [3]. Binary interaction parameters have been determined using vapor-liquid
or liquid-liquid composition equilibrium data. The polymer molecular mass is
set at 51 000, as the influence of the molecular mass on the calculations is neg-
ligible. The determination of the binary interaction parameter for PEP-CO2, k23,
is complicated, because PEP is insoluble in pure CO2. Therefore, k23 was fitted
to all cloud points of the ternary PEP51-CO2-ethylene system [9]. Both the pure-
component and temperature-dependent binary interaction parameters SAFT-pa-
rameters are summarized in Table 8.2.

The calculated ternary cloud points containing 5 wt% PEP 51 are given in
Fig. 8.3b. The results show that the predictions agree very well with the experi-
mental data. The SAFT calculations for systems containing 10 wt% PEP 51 are
not given, but showed an even better agreement with the cloud-point measure-
ments [9]. The results indicate that using binary data and one single ternary
measurement, the behavior of ternary systems containing other amounts of
CO2 can adequately be predicted using the SAFT equation of state.

8.3
Catalyst System

Traditionally, catalysts for polyolefin production are based on early transition metal
complexes, which are highly oxophilic. A point of concern for polymerization in
scCO2 is the compatibility of the catalyst with the mildly acidic CO2. The acidity
of CO2 poisons the early transition metal catalysts used for conventional olefin
polymerizations, and therefore these catalysts cannot be used in scCO2. Since late
transition metal-based catalysts are less sensitive to hetero-atom functional groups
[10–12], they are more likely to be effective polymerization catalysts in scCO2. Ad-
ditionally, these catalysts are interesting for their high tolerance toward impurities
and their ability to copolymerize polar monomers [12–14].
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Table 8.2 SAFT pure-component and binary interaction parameters for
the PEP-CO2-ethylene system.

System u0/k
(K)

v00

(kg mol–1)
m e/k a) M

(g mol–1)
Source

Carbon dioxide 216.08 13.578 1.417 40 44.01 [6]
Ethylene 212.06 18.157 1.464 10 28.054 [6]
PEP51 469.86 21.618 0.034365·M 10 51000 [3]
PEP8.7 469.86 21.618 0.034365·M 10 8700 [3]

Binary interaction parameter
Ethylene-PEP51 k12 = –0.0011847·T(K) + 0.27616 [3]
Ethylene-CO2 k13 = 0.000491·T(K)–0.0669 [3]
PEP51-CO2 k23 = –0.001043·T(K) + 0.49125 [3]

a) Parameter for temperature dependency of the interaction energy, u.



However, compared to the early transition metal-based olefin catalysts, the re-
search on late transition metal catalysts has just begun. Moreover, catalysts
based on transition metals are rarely used for polymerizations in scCO2 and cer-
tainly not for olefin polymerization. In this study, we have used a homogeneous
diimine palladium complex, also known as the Brookhart system (see Fig. 8.4)
[14, 15]. The catalyst has been synthesized according to literature procedures
[14, 15]; for more details see De Vries [9].

8.3.1
Solubility of the Brookhart Catalyst in scCO2

An important issue for polymerization in scCO2 is the solubility of the catalyst
in this medium. In order to know the active catalyst concentration in the scCO2

system, solubility measurements have been carried out using UV spectrometry
[16]. The solubility of the Brookhart catalyst in scCO2 was determined in a
1.4 mL high-pressure view cell equipped with sapphire windows and a heating
jacket (New Way Analytics, custom-made; optical distance 0.75 cm). The cell
was filled with 3 mg (~2 �mol) solid catalyst. The air was carefully flushed with
CO2 at low pressure. The cell was then heated, filled with CO2 at high pressure,
and placed in a UV spectrophotometer. Based on a calibration in acetonitrile,
the relative error of the catalyst solubility measurements has been estimated to
be in the order of 5%.

Fig. 8.5 shows the maximum solubility of the catalyst at 308 and 313 K, re-
spectively. Although scCO2 is a poor solvent for ionic compounds, the solubility
was found to be in the order of 1�10–4 mol/L. The relatively high solubility can
be ascribed to the bulky anion BArF. Generally, the solubility of an anion in hy-
drocarbon solvents is known to increase with increasing distribution of charge;
for example, the solubility increases in the order BF4, PF6, SbF6, BarF, and this
is likely to apply for the apolar scCO2 as well. However, the rate of solubiliza-
tion was low, as it typically took 1 h to reach equilibrium.

From an application point of view, the solubility of the palladium-diimine cata-
lyst is rather limited. In general, the intrinsic activity of a catalyst is higher when it
is dissolved or highly dispersed. Moreover, to allow for efficient catalyst recycle, it is
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Fig. 8.4 Homogeneous diimine palladium com-
plex used for the polymerizations in scCO2,
BArF�tetrakis-(3,5-bis(trifluoromethyl)phenyl)-
borate. Catalyst precursor 1 is air and tempera-
ture sensitive, whereas precursor 2 is not.



important to develop more CO2-philic catalysts [17]. To increase the solubility, the
catalyst can be made more CO2-philic by lowering the self-cohesion of the catalyst.
For this purpose, several CO2-philic moieties can be attached to the catalyst, includ-
ing poly(propylene oxide) chains [18], perfluorinated alkane tails [19–22], and silox-
anes [23]. Although perfluor chains are mostly used to enhance the catalyst solu-
bility, poly(propylene-oxide) tails are expected to work just as well and are much
cheaper. A route to synthesize a modified diimine ligand is proposed in Fig. 8.6.
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Fig. 8.5 Solubility of catalyst precursor 2 as a function of CO2 density.
The corresponding pressures for both temperatures are 15.0, 19.9, and
30.2 MPa, respectively.

Fig. 8.6 Synthetic route to a modified diimine ligand with
poly(propylene-oxide) or perfluoroalkane tails in order to enhance
solubility in scCO2.



Other approaches are to use different catalyst systems with a higher solubility
or to work with a highly dispersed or supported catalyst. The typical low solubil-
ity of the Brookhart catalyst in scCO2 due to the electric charge on the catalyst
can be avoided by using a neutral catalyst. Section 8.3.2 describes preliminary
experiments using a neutral palladium-based catalyst for the polymerization of
ethylene and norbornene in dichloromethane and scCO2. In Section 8.3.3, pre-
liminary experiments on the ring-opening metathesis polymerization of norbor-
nene in scCO2 are discussed using a supported catalyst.

8.3.2
Copolymerization of Ethylene and Norbornene Using a Neutral Pd-Catalyst

Preliminary experiments of a neutral palladium-based catalyst for the polymer-
ization of ethylene and norbornene in dichloromethane and scCO2 have been
conducted. The neutral palladium-based catalyst CODPdMeCl was synthesized
according to literature procedures [24]. The ligand was prepared using a similar
synthetic route to that used by Wang et al. [25]. For further details on the cata-
lyst synthesis and the polymerization procedure, see De Vries [9].

Both homo- and co-polymerizations of norbornene and ethylene with this neu-
tral palladium catalyst have been succesfully performed in dichloromethane and
compressed CO2. The results of the polymerizations are summarized in Table
8.3. Homopolymerization of ethylene in dichloromethane results in a viscous liq-
uid. Because of the low molecular weight of the oligomer, a sample of the contents
of the reactor was analyzed by 1H NMR to determine the yield. The 1H NMR of the
vacuum-dried oligomer indicated a branch content of approximately 250 methyls
per 1000 CH2 groups. The 13C NMR spectrum of the vacuum-dried oligomer
showed that the oligomer contained methyl, ethyl, propyl, butyl, and longer
branches [9]. The homo-polymerization of norbornene (experiment N2) resulted
in a yellowish powder that did not dissolve in any common solvent, not even in
trichlorobenzene at 398 K. A tough glassy polymer was obtained when ethylene
and norbornene were in the reaction mixture (experiment N3 and N4). The poly-
mer cannot be a homopolymer of ethylene, because this would suggest a high-mo-
lecular-weight polyethylene with very low branching. This is inconsistent with the
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Table 8.3 Results of the copolymerization of ethylene and norbornene
with the neutral palladium catalyst.

Exp. Catalyst
(10–5 mol)

Solvent Ethylene
(mol L–1)

Norbornene
(mol L–1)

Yield
(g)

Mn
a)

(g mol–1)
Mw/Mn

(–)

N1 2.0 CH2Cl2 1.12 – 0.71 320 1.3
N2 1.4 CH2Cl2 – 2.3 0.13
N3 1.2 CH2Cl2 0.17 1.1 0.59
N4 1.0 CO2 5.54 0.085 0.16

a) GPC against polystyrene standards.



viscous liquid-like polyethylene as obtained in experiment N1. Furthermore, the
polymers could be softened by dichloromethane, which is not possible with the
homopolymer of norbornene (experiment N2). Therefore, copolymerization of
ethylene and norbornene is assumed. The type of homopolymerization of norbor-
nene is probably addition polymerization (see Fig. 8.7).

8.3.3
Ring-Opening Metathesis Polymerization of Norbornene Using an MTO Catalyst

To investigate the effect of a supported catalyst, preliminary experiments on the ring-
opening metathesis polymerization of norbornene have been performed using a
supported methyltrioxorhenium (MTO) catalyst in supercritical carbon dioxide
[26]. For details on the catalyst synthesis and the presumed structure of the ac-
tive metathesis catalyst, we refer to Morris et al. [27]. The effect of different sol-
vents on the ring-opening metathesis polymerization (ROMP) of norbornene
has been investigated. Perfluorodecalin is used as an analog for polymerization
in scCO2, since norbornene is soluble in both solvents, while the polymer is not
soluble in perfluorodecaline or in scCO2. Polynorbornene is probably not very
soluble in chlorobenzene either. For further details on the polymerization proce-
dure, see De Vries [9].

The results of the polymerizations are summarized in Table 8.4. Polymeriza-
tions conducted in perfluorodecaline result in small floating agglomerated poly-
mer particles, whereas one chunk of rubber-like polymer has been obtained in
the polymerization in CO2. During the polymerization of norbornene in chloro-
benzene, a viscous gel is formed.

Broad molecular-weight distributions are observed in all media. The number
average molecular weight and turnover numbers are much lower in scCO2 and
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Fig. 8.7 Structure of homopolymers of norbornene by addition poly-
merization and ring-opening metathesis polymerization.



in perfluorodecaline than in chlorobenzene. This can be caused by the low plasti-
cization by scCO2 and perfluorodecaline of the tough rubber-like polynorbornene
as compared to the significant plasticization by chlorobenzene. The lack of plasti-
cization in scCO2 and perfluorodecaline could sterically hinder polymer forma-
tion. Mass transfer limitation of norbornene in the polymer phase toward the cat-
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Table 8.4 Results of ring-opening metathesis polymerization of norbornene
in different solvents.

Media a) Norbornene
(mol L–1)

TON b) Mn
c)

(kg mol–1)
Mw/Mn Tg

(K)
cis : trans d)

(% : %)

Perfluoro-
decaline

1.1 133 62 4.8 291 77 : 23

CO2 1.8 189 40 3.3 283 84 : 16
Chloro-
benzene

1.8 1184 100 3.7 309 78 : 22 e)

a) Reaction conditions: 323 K; initial pressure in CO2 was 15 MPa.
b) Turnover number: mol norbornene/mol MTO.
c) SEC-DV in trichlorobenzene at 423 K, universal calibration.
d) Determined by 1H NMR.
e) Polynorbornene is only partially dissolved.

Fig. 8.8 Scanning electron microscopy photograph of SiO2·Al2O3

support and supported catalyst after polymerization. (a) Support,
(b) polymerization in chlorobenzene, (c) polymerization in
perfluorodecaline, (d) polymerization in CO2.



alyst could also play a role. Similar cis/trans ratios are observed for all polymers,
which indicate that there is no solvent effect on the polymerization mechanism.

Scanning electron microscopy (SEM) has been used to observe the structure
of the polymers deposited on the supported catalyst after polymerization (see
Fig. 8.8). The supported catalyst used in the polymerization in chlorobenzene is
covered with a thick coating of polynorbornene (Fig. 8.8b), and the original
structure of the support is hardly visible (Fig. 8.8 a). A thin layer of polynorbor-
nene is deposited on the catalyst support in perfluorodecaline and scCO2

(Fig. 8.8c and d, respectively). However, the particles produced in scCO2 seem
to be more agglomerated than those produced in perfluorodecaline. This can be
attributed to a small plasticizing effect in scCO2 or the lower Tg of the polymer
produced in scCO2, which also explains the higher turnover number in scCO2

compared to perfluorodecaline.

8.4
Polymerization of Olefins in Supercritical CO2 Using Brookhart Catalyst

To explore the possibilities of olefin polymerization in scCO2, several monomer
and catalyst systems have been investigated. Initially, the proof of principle was
established by the polymerization of 1-hexene using the Brookhart catalyst in
scCO2. Subsequently, the polymerization of ethylene was studied in detail. Final-
ly, the copolymerization of ethylene with methyl acrylate was assessed.

8.4.1
Catalytic Polymerization of 1-Hexene in Supercritical CO2

In the first polymerization experiments in scCO2, our interest has been mainly
focused on whether CO2 would hinder the active catalyst or not and whether
high-molecular-weight polymers could be produced [16]. For this purpose, the
homopolymerization of 1-hexene was taken as a representative example.

The polymerization reactions with the Brookhart catalyst were conducted in a
75 mL stainless steel high-pressure reactor equipped with sapphire windows, a
heating jacket, and a magnetic stirring bar. The solid catalyst precursor 1, as
shown in Fig. 8.4, is air and temperature sensitive. Therefore, this precursor
was put in the reactor in a glass ampulla, which broke under pressure; catalyst
precursor 2 (stable at room temperature in air) was placed directly in the reac-
tor. The air was carefully flushed with CO2 at low pressure and the reactor was
heated. The reactor was first filled with CO2, and subsequently 1-hexene was
added. All the experiments were performed at a reaction temperature of 308 K.
After the desired reaction time, the polymerization was short-stopped with a
small amount of concentrated HCl, and the reactor contents were vented
through a polymer trap. To provide a reference experiment to the olefin poly-
merization in scCO2, polymerizations of 1-hexene in CH2Cl2 were performed at
308 K under an argon atmosphere. A Schlenk flask was filled with catalyst pre-
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cursor. CH2Cl2 was added, and the solution was heated to the required reaction
temperature. Subsequently, 1-hexene was added. After the desired reaction time,
the polymerization was terminated by injecting a small amount of concentrated
HCl. The polymer was isolated by evaporating the solvent and monomer resi-
due and drying under vacuum.

The results of the polymerizations in CO2 and in dichloromethane are listed
in Table 8.5. In all cases, a rubbery, high-molecular-weight polymer was ob-
tained. When experiments H2 and H3 are compared, the values of the turnover
frequency (TOF) show that the activity of the catalyst is similar in both solvents,
despite the large difference in phase behavior of the reaction mixtures. In di-
chloromethane, both the catalyst and the polymers are soluble. As expected, the
polymer does not dissolve in scCO2. Consequently, the polymerizations per-
formed in CO2 were all precipitation polymerizations, as was observed in the ex-
periments. Although the differences in phase behavior are rather large, the poly-
mers produced are very similar, in both molecular weight and molecular-weight
distribution. This behavior indicates that there is no diffusion limitation, despite
the precipitation in CO2, suggesting strong swelling of the polymer, either by
CO2 or by the monomer used. More importantly, a similar molecular weight in-
dicates that the active catalyst does not exhibit complexation behavior with CO2,
since this would have resulted in a lower molecular weight.

To study the effect of catalyst concentration, two sets of experiments were per-
formed, one set with a relatively high catalyst concentration in CH2Cl2 and CO2

(experiments H4 and H5, respectively) and one set with a low catalyst concen-
tration (experiments H2 and H3, respectively). From the solubility measure-
ments shown Fig. 8.5, it appears that all polymerizations in CO2 were per-
formed above the maximum solubility of the catalyst. Even in experiment H3,
with the lowest catalyst concentration, only half of the added amount of catalyst
was dissolved in the initial stage of the polymerization. Obviously, the catalyst
solubilization was not limiting in experiment H3 in scCO2, because the activity
was similar to experiment H2 in CH2Cl2. Comparing experiments H4 and H5
with the higher catalyst concentration, a difference in TOF is observed, which
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Table 8.5 Polymerization of 1-hexene in CO2 and in CH2Cl2 for 2 h.

Experiment Catalyst
precursor

Catalyst
(10–5mol L–1)

Solvent Pressure
(MPa)

1-Hexene
(mol L–1)

TOFa)

(1 h–1)
Mn

b)

(kg mol–1)
Mw/Mn

(–)

H1 1 42 CO2 23.9 1.7 450 135 2.1
H2 2 13 CH2Cl2 – 2.3 810 101 1.7
H3 2 13 CO2 19.3 2.1 990 103 2.0
H4 2 30 CH2Cl2 – 2.7 1010 93 1.5
H5 2 30 CO2 19.4 2.9 560 102 1.5

a) Turnover frequency: mol monomer converted/mol catalyst/h.
b) GPC against polystyrene standards.



can be explained by the slow solubilization and low solubility of the catalyst in
CO2, since the TOF was calculated based on the added amount of catalyst and
not on the dissolved amount.

8.4.2
Catalytic Polymerization of Ethylene in Supercritical CO2

Polymerization reactions of ethylene were carried out in scCO2 at different pres-
sures, temperatures, and monomer concentrations using the Brookhart catalyst.
In addition, the pressure decrease upon polymerization was modeled to deter-
mine the reaction rate. Moreover, the polyethylenes have been analyzed in detail
by differential scanning calorimetry (DSC) as well as hydrogen and carbon nu-
clear magnetic resonance (1H and 13C NMR) in order to determine the branch-
ing of the polymer produced.

8.4.2.1 Experimental Procedure for Polymerization Experiments
The precipitation polymerizations were performed in a 536 mL high-pressure
reactor, equipped with two sapphire windows, a magnetically coupled stirrer, a
Pt-100, a pressure sensor, and a heating jacket (see Fig. 8.9). Before a polymer-
ization experiment, the air in the reactor was removed by repeatedly applying
vacuum and filling with 0.2 MPa argon (3 times). Secondly, vacuum was applied
and approximately 5 MPa of ethylene was added directly from the cylinder into
the reactor. Subsequently, CO2 was added to the reactor up to 1 MPa below the
final polymerization pressure. The catalyst was put in the catalyst injection port,
which was placed under a vacuum to remove air. Finally, the catalyst was
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Fig. 8.9 Experimental set-up for ethylene polymerizations in scCO2:
(1) CO2 cylinder, (2) syringe pump, (3) ethylene cylinder, (4) Pt-100
resistance thermometer, (5) reactor with sapphire windows and
magnetically coupled stirrer, (6) heating jacket, (7) polymer trap,
(8) vent, (9) catalyst injection port, (10) rupture disc, (11) pressure
transducer connected to a computer, (12) argon, (13) vacuum pump.



flushed into the reactor with 30 MPa CO2 until the desired polymerization pres-
sure was obtained. During the polymerization the pressure and temperature
were recorded. After the reaction time, the pressure was relieved through a
polymer trap and the polymer was collected by rinsing the reactor several times
with heptane. The polymer solution was evaporated in a rotary evaporator.

The reference polymerization experiment in dichloromethane was carried out
in a glass reactor equipped with a magnetically coupled stirrer. The following
procedure was used: the reactor was filled with 50 mL dichloromethane and
gas-washed with ethylene by applying vacuum and filling with ethylene
(3 times). The catalyst was flushed into the reactor by a head pressure of ethyl-
ene and subsequently the polymerization started. After the reaction, the poly-
mer solution was evaporated in a rotary evaporator. The various polymerization
conditions used are summarized in Table 8.6.

8.4.2.2 Determination of Reaction Rate
In conventional polymerization processes in organic solvents, it is possible to
follow the reaction rate by correlating the decrease in pressure of a supply of
gaseous monomer to the conversion. Heller describes a method in which the
decrease in pressure is correlated to the reaction rate with a virial equation of
state [28]. A similar method can be used for reactions in supercritical media,
which are often subject to a pressure change upon reaction. In this study, a
model was developed to determine the reaction rate indirectly based on the
measured pressure during polymerization and based on a description of the
phase behavior of the polymer and supercritical fluid phase [9, 29].

The model assumes that the reaction mixture consists of a polymer phase swol-
len with ethylene and CO2, and an ethylene-CO2 phase. The assumption that no
polymer dissolves in the ethylene-CO2 phase within the experimental conditions
has previously been confirmed experimentally for a similar polymer [3]. The swol-
len polymer phase, i.e. the polymer-ethylene-CO2 system, is modeled using the
Statistical Associating Fluid Theory (SAFT) eos [6, 7], see Section 8.2.2. The super-
critical phase, i.e. the ethylene-CO2 system, is either modeled with the Lee-Kessler-
Plöcker (LKP) eos [30] or with the Peng-Robinson (PR) eos [31], because the use of
the SAFT eos for the simulation of both phases results in physically inconsistent
behavior [9]. The temperatures used in this work are just above the critical tem-
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Table 8.6 Experimental conditions of the ethylene polymerizations.

Experiment E1 E2 E3 E4 E5 E6

Solvent CO2 CO2 CO2 CO2 CO2 CH2Cl2
Initial pressure (MPa) 20.72 10.66 20.57 10.84 22.13 0.69
Temperature (K) 313 313 323 323 313 313
Catalyst (10–6 mol L–1) 40 39 40 38 41 120
Ethylene (g L–1) 84 84 75 75 38 35



perature of CO2, and SAFT is known to overpredict the critical properties [7]. Both
PR and LK(P) are able to describe the critical properties of pure components,
although LK(P) describes the density much better [9].

The PR eos is one of the most commonly used cubic eos. The eos uses three
parameters for the description of pure components: the critical temperature, Tc,
the critical pressure, Pc, and an acentric factor, �. The PR eos can be written as
follows in which variable a is a function of T, Tc, Pc and � and variable b is a
function of Tc and Pc:

P � RT
v � bm

� am

v2 � 2bm v � b2
m

�5�

An interaction parameter, kij, is used to describe mixture properties. The follow-
ing mixing rules are applied for the PR eos:

am � �i �j xi xj
��������
aiaj

� �1 � kij� �6�

bm � �i xi bi �7�

The LKP eos is equivalent to the original Lee-Kesler (LK) eos, except for the
mixing rules. It uses the same pure-component parameters as the PR eos, i.e.
Tc, Pc and �. The LKP eos can be described in terms of compressibility factors
in which ref1 is a reference fluid with an acentric factor of zero and ref2 is a
fluid with a high acentric factor, i.e. n-octane. The compressibility factors of the
reference fluids are a function of the reduced temperature and pressure of the
mixture of interest. The fluid mixture of interest is calculated by a linear combi-
nation of the mixture acentric factor:

Z � Zref1 � �m � �ref1

�ref2 � �ref1
�Zref2 � Zref1� �8�

To obtain the mixture parameters, Tcm, Pcm and �m, respectively, the following
mixing rules are applied using a binary interaction parameter for the critical
temperature:

Tcij � kij

������������
TciTcj

�
�9�

Vcij � 1
8

V
1
3
ci � V

1
3
cj

� �3
�10�

Vcm � �i �j xi xj Vcij �11�

Tcm � 1

V
1
4
cm

�i �j xi xjV
1
4
cij Tcij �12�

�m � �i xi �i �13�
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Pcm � �0�2905 � 0�085 �m� RTcm

Vcm
�14�

In this work, the eos models were used to calculate the pressure in the reactor
as a function of the conversion. A third-order polynome was used to correlate
pressure with conversion, which in turn was applied to calculate the reaction
rate. The iteration scheme and the programs, written in Mathematica, are de-
scribed by De Vries [9]. The pure-component parameters and the interaction pa-
rameters necessary for the SAFT and PR/LKP eos models are given in Tables
8.2 and 8.7, respectively.

8.4.2.3 Results of the Ethylene Polymerizations
The polymerizations of ethylene were performed at two different temperatures and
two overall pressures (approximately 10 and 20 MPa). The polymerizations in
scCO2 start homogeneous and rapidly become heterogeneous when the polymer
precipitates. In contrast to the experiments performed in scCO2, the polymerization
in dichloromethane remains homogeneous throughout the reaction. The polymers
resulting from all polymerizations are clear and transparent rubbery materials.

Based on the results shown in Table 8.8, it can be concluded that high-molecu-
lar-weight polymers were produced in all polymerization runs. The molecular
weights determined by light scattering are substantially higher than the molecular
weights obtained using polystyrene standards. Agreement of light-scattering mo-
lecular weights with molecular weights relative to polystyrene is only expected for
polymers of very similar structure. At equivalent hydrodynamic volume, polysty-
rene would be expected to have a larger molecular weight than a linear polyethy-
lene, so that the larger molecular weight determined by light scattering indicates
branching. Moreover, the molecular weights obtained from light scattering are
considered to be absolute molecular weights. From the results shown in Table
8.6, it can be concluded that a high pressure and high temperature lead to the low-
est molecular weight (polymer E3), whereas a low pressure and a low temperature
lead to the highest molecular weight in scCO2 (polymer E2), i.e. 210 and 332 kg
mol–1, respectively. This effect is most likely caused by a difference in chain trans-
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Table 8.7 Pure-component parameters and binary interaction
parameters for the LKP and PR eos.

Model System Tc

(K)
Pc

(MPa)
� Source

LKP, PR CO2 304.1 7.38 0.225 [32]
LKP, PR C2H4 282.4 5.04 0.089 [32]

Binary interaction parameter
LKP C2H4-CO2 0.957 [33]
PR C2H4-CO2 0.0541 [33]



fer rate, which involves a dissociative displacement mechanism according to mo-
lecular modeling studies of Musaev et al. [34].

Apparently, the overall pressure does not influence the resulting polymer, as
the molecular weight distribution of the resulting polymer is similar at different
pressures. The pressure keeps decreasing even after long reaction times during
all the polymerization runs (28–96 h), which indicates that some of the catalyst
remains active (Fig. 8.10 a). It is unlikely that the pressure decrease was caused
by small leaks, as leak tests at 313 K with pure CO2 at 10.8 and 20.4 MPa have
shown that the pressure decrease due to small leaks is less than 0.01 and 0.04
MPa, respectively, over a period of > 65 hours. The higher yields of the polymer-
ization runs E1 and E2 as compared to runs E3 and E4 can be attributed to the
lower reaction temperature and the longer reaction times. The lower reaction
temperature causes the catalyst to remain active for a longer period of time be-
cause of a slower deactivation of the catalyst. At higher temperatures, the bind-
ing of ethylene is weaker. In this situation, the catalyst is unstable and will de-
activate more easily. Lowering the initial ethylene concentration (run E5) results
in a somewhat broader molecular weight distribution (Mw/Mn) and a lower
yield, which indicates that the resistance for mass transfer of ethylene through
the polymer towards the catalyst increases.
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Table 8.8 Experimental results of ethylene polymerizations.

Exp.
No.

Tempera-
ture
(K)

Reaction
time
(h)

Initial
mass of
ethylene
(g)

Polymer
yield
(g)

Mn
a)

(kg mol–1)
Mw

b)

(kg mol–1)
Mw/Mn

b)

(–)

E1 313 48.7 45.2 23.5 182 294 2.3
E2 313 70.4 45.1 24.9 191 332 1.9
E3 323 28.2 40.4 13.0 123 210 2.0
E4 323 38.2 40.1 19.6 129 250 1.8
E5 313 96.1 20.2 12.7 129 300 2.2
E6 313 24.0 18.8 5.78 159 379 a) 2.4 a)

a) GPC against polystyrene standards.
b) Absolute molecular weight based on light scattering.

Table 8.9 Simulated results of ethylene polymerization.

Exp.
No.

Final pressure (MPa) Polymer yield (g)

Experiment SAFT-LKP SAFT-PR Experiment SAFT-LKP SAFT-PR

E1 15.44 15.25 16.54 23.5 22.5 30.3
E2 9.75 9.52 9.47 24.9 19.5 18.5
E3 17.97 17.98 18.51 13.0 13.1 16.5
E4 10.00 9.94 9.92 19.6 18.2 17.9
E5 17.67 18.26 19.39 12.7 14.8 21.1



8.4.2.4 Monitoring Reaction Rate Using SAFT-LKP and SAFT-PR
The measured pressure-time curves have been combined with the conversion-
pressure curves calculated by either the SAFT-LKP or the SAFT-PR model as de-
scribed in Section 8.4.2.2 to yield the conversion as a function of time (see, e.g.,
Fig. 8.10 b) [9]. The shape of the conversion-versus-time curves of all polymeriza-
tions is similar. At the start of the polymerization, high conversion rates were
observed which gradually decrease. The reaction rate does not become zero,
which indicates that the catalyst is still active at the end of the experiment. As
the volume of the polymer phase is approximately 4–8 vol% according to the
SAFT model, the choice for the LKP or PR eos model to describe the supercriti-
cal phase largely determines the outcome of the calculations.

Since the yield is a function of pressure decrease, the calculated yield based
on the observed pressure decrease should in principle correspond with the ob-
served yield. Similarly, the calculated pressure decrease using the observed yield
should correspond with the observed pressure decrease. The discrepancies then
give a good indication of the accuracy of the models. The calculations are sum-
marized in Table 8.9 and Fig. 8.10. The deviations in the model calculations of
run E1 and E3 (relatively high pressure) are very small for the SAFT-LKP mod-
el. The SAFT-PR model, however, shows a significant deviation. This is consis-
tent with the deviation in density as a function of pressure for pure components
for the PR eos [9].

Both models show some deviation from the experiments for run E2 and E4
(relatively low pressure). This discrepancy can partly be explained by the smaller
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Fig. 8.10 (a) Experimentally observed pressure change as a function
of time for ethylene polymerization runs E1 through E5 and prediction
with the SAFT-PR and SAFT-LKP model.
(b) Conversion versus time curve of run E1 as calculated by the
SAFT-LKP model. The deactivation rate of the catalyst was modeled
as first and second order in catalyst concentration.

(a) (b)



overall pressure change during the course of the polymerization, which in-
creases the error in the calculated conversion. The discrepancy can further be
explained by the limited calculated swelling. Swelling experiments of the poly-
mer produced in run E1 with pure CO2 show that the polymer swelling is ap-
proximately 20 and 25 vol% at 100 and 20 MPa, respectively. However, the cal-
culated swelling under these conditions using the SAFT-LKP and SAFT-PR
models is less than 4 vol%. Because the difference in density between the swol-
len polymer phase and the supercritical phase is much higher at lower pres-
sures, a higher difference between experiment and modeling can be expected at
lower pressures as sorption and swelling will have a significant influence.

As the model calculations using the SAFT-LKP approach are considered to be
the most accurate, they have been used to fit a rate equation. The rate of poly-
merization using the palladium-based catalyst is known to be zero-order in
monomer concentration:

rpol � kpol ncat �15�

From a mechanistic point of view, the catalyst decay is likely to be first order in
catalyst:

rdeact � kdeact ncat �16�

However, a first order fit in catalyst decay results in a poor description of the
polymerization rate. The fitted polymerization rate is either too low at the start
of the polymerization or too low at the end (see Fig. 8.10b). Fitting the observed
polymerization rate to Eqs. (15) and (17), which is second order in catalyst de-
cay, gives a much better representation:

rdeact � kdeact n2
cat �17�

It is not likely that two catalyst molecules react with each other and become in-
active. A more reasonable explanation for the second order in catalyst decay is
that the catalyst is starved because of mass transfer limitations in the precipi-
tated polymer. This can be explained as follows: the resting state of the catalyst
is an olefin complex. Without complexation with an electron-donating molecule,
the catalyst is highly unstable and is susceptible to deactivation. The initially
high concentration of catalyst causes rapid depletion of monomer near the cata-
lyst, which is encapsulated by polymer molecules, thus inducing rapid catalyst
decay. When more catalyst becomes inactive, mass transfer limitations to the
catalyst decrease and subsequently catalyst decay decreases. This explains why
the apparent order in catalyst is higher than one.
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8.4.2.5 Topology of Synthesized Polyethylenes
The Brookhart catalyst is known to produce highly branched polyethylenes, be-
cause of a process called chain walking. Branches ranging from methyl to hexyl
and longer as well as so-called sec-butyl-ended branches (branch structures on
branches) are reported in the literature [35]. In general, short chain branching
(SCB) is used to modify the chemical and physical properties of the polymer,
such as glass transition temperature and crystallinity. As a result of the chain-
walking effect, the Brookhart catalyst in principle eliminates the necessity to
use �-olefins in order to introduce SCB in polyethylenes.

In this work, DSC measurements as well as 1H and 13C NMR characteriza-
tion were performed in order to determine the topology of the synthesized poly-
ethylenes [36]. Table 8.10 shows the glass transition temperatures of the poly-
ethylenes formed. The transitions appear to be equally broad, but the polyethy-
lenes synthesized in scCO2 all have a lower Tg than the polyethylene produced
in dichloromethane. Although the polyethylenes are highly amorphous, a small
enthalpy change of melting can still be observed in the range 223–263 K [36].
This shows that the polyethylenes produced in scCO2 are even less crystalline
than the polyethylene produced in dichloromethane. Compared to 100% crystal-
line polyethylene, which has a melting enthalpy of 294 J g–1, the polyethylenes
produced in scCO2 and dichloromethane have a crystallinity of about 1% and
2%, respectively. Although crystallinities of branched polyethylenes are higher
than calculated from the value for 100% crystalline polyethylene because of poor
quality of the polymer crystals in branched polyethylene, the relative difference
between the polyethylenes produced in scCO2 and dichloromethane remains
the same. Furthermore, the melting enthalpy of 100% crystalline polyethylene
can be used to determine the crystallinity sufficiently accurately, which is sup-
ported by X-ray diffraction and DSC measurements on a series of branched
polyethylenes by Mirabella and Bafna [37].

Fig. 8.11 shows a typical 1H NMR spectrum of the polymers produced both
in scCO2 and dichloromethane. The peaks in the range from 0.76 to 0.94 ppm
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Fig. 8.11 Typical 1H NMR spectrum of the
polyethylenes produced by the palladium-
based catalyst. Spectrum is a 300 MHz
1H NMR spectrum of polymer E3 measured
in CDCl3 at 298 K.



reflect the large amount of CH3 groups, which indicate that the polymer is
highly branched. Although the polyethylenes seem to dissolve completely in
CDCl3, phase segregation occurs after a few hours, rendering CDCl3 unsuitable
for reliable 13C NMR measurements.

Fig. 8.12 shows the 13C NMR spectrum in 1,2,4-trichlorobenzene of the poly-
mer sample E4 produced in scCO2 at 323 K, 10.84 MPa total pressure, and 75 g
L–1 ethylene. The spectrum shows that the polymers produced by the palla-
dium-based catalyst are indeed highly branched. The peaks resulting from reso-
nances of carbons belonging to methyl, ethyl, butyl, pentyl, branches longer
than pentyl (hexyl+) and branches belonging to 3-methyl-butyl+-ended branches
have been assigned according to literature [35, 37–39]. Table 8.10 shows the
number of branches per 1000 carbon atoms of the polyethylenes produced in
scCO2 and dichloromethane. The number of branches determined by 1H NMR
in CDCl3 and 13C NMR in 1,2,4-trichlorobenzene is very similar, which indi-
cates that CDCl3 can be used to accurately determine the number of branches.
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Fig. 8.12 Typical 13C NMR spectrum of poly-
ethylenes produced by the palladium-based
catalyst. The spectrum is a 500 MHz 13C
NMR spectrum of sample E4 measured in
1,2,4-trichlorobenzene at 393 K. The labels
“xBy” have the following meaning: where x is
a number, it gives the position of the carbon

in a branch of length y; where x is a Greek
symbol, carbon in the main chain with 1, 2,
3 or 4 carbons from a branch, respectively is
denoted as �, �, �, �. Positive peaks in the
APT insert (attached proton test) mean CH2

groups, negative peaks mean CH or CH3

groups.



The type and amount of branches present in the polyethylenes produced in
scCO2 is not influenced by the total pressure or the temperature. The solvent,
however, appears to have a small influence on the total branch content of the
polyethylenes. The total amount of branches in the polyethylene produced in
scCO2 is slightly higher. This increase in total branch content cannot be attrib-
uted to a certain type or length of branch, but is rather a general increase in
the amount of all branches.

The DSC experiments illustrate that the polyethylenes produced in scCO2 are
more amorphous than the polyethylenes synthesized in dichloromethane, which
is likely to originate from the slightly higher branch content as measured by
13C NMR spectroscopy. A study by Held and Mecking [40] using a similar palla-
dium-diimine catalyst has shown that branching is strongly dependent on the
manner in which the polymerization is carried out. A branch content of 65, 66
and 105 branches per 1000 C atoms was measured in water, gas phase, and di-
chloromethane, respectively. It was concluded that the mobility of the growing
polymer chain is reduced in the precipitation polymerization in the water and
the gas phase, which leads to a decrease in the chain-walking process. Appar-
ently, when the polymerizations are performed in scCO2, carbon dioxide is able
to plasticize the precipitated polymer to such an extent that chain walking is
still possible.

The higher branch content measured for the polymers synthesized in CO2 com-
pared to the polymers synthesized in dichloromethane is not yet clear. The differ-
ence is probably not caused by the high hydrostatic pressure of CO2, because the
polymers produced at different CO2 pressures were identical in branch content. In
addition, within the investigated range, the concentration of ethylene does not
change the branch content. Cotts et al. [35] have performed polymerizations in
chlorobenzene at ethylene pressures ranging from 0.01 up to 3.5 MPa. It was
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Table 8.10 Characterization of the polyethylenes by DSC, 1H and 13C NMR.

Polymer sample E1 E2 E3 E4 E5 E6

Tg (K) 204 204 204 205 204 206
�Hm (J g–1) 2.5 2.2 2.4 3.4 2.3 6.6
% Crystallinity 0.9 0.8 0.8 1.2 0.8 2.3
Branches total 1H NMR a) 106.5 107.8 107.4 105.1 106.5 99.2
Branches total 13C NMR a) 107.1 106.8 109.3 105.9 107.0 99.1
Methyl a) 36.9 36.7 37.2 36.6 35.1 32.1
-3-methyl-ended branch a) 6.8 8.2 7.7 7.4 8.1 6.0
Ethyl a) 24.3 24.2 24.7 23.9 24.8 21.7
Propyl a) 2.3 3.2 2.8 2.8 2.5 2.2
Butyl a) 11.4 10.6 11.9 11.4 13.0 10.5
-5-methyl-ended branch a) 4.5 3.1 3.0 3.0 3.4 2.2
Pentyl a) 4.0 8.6 3.9 3.8 2.8 3.0
Hexyl+ a) 28.1 23.5 28.8 27.5 28.8 29.6

a) Branches per 1000 C.



shown that the short chain branching was only slightly decreased at higher ethyl-
ene pressures, from 99 down to 93 branches per 1000 carbon atoms. A higher
branch content would be expected if the hydrostatic pressure or the ethylene con-
centration is the cause of the higher branch content in scCO2. Finally, the tem-
perature only affects the molecular weight and not the branching of the polymers.
Therefore, the observation that the polyethylenes produced in scCO2 have a higher
branch content likely originates from the strong non-polar environment compared
to the relatively polar dichloromethane.

There is a strong indication that a new branch-on-branch structure has been
identified (see Fig. 8.13) [36]. According to the literature, the 2B4 peak occurs at
23.37 ppm. Near that shift an additional resonance can be observed at
23.26 ppm, which in all 13C NMR spectra is equal in size to the 1B4+ minus
the 2B5+ peak (total amount of “butyl” branches). The shift difference cannot be
explained by configurational differences of a 2B4 peak. Therefore, the peak
must originate from a different structure. The most probable structure is a 5-
methyl-ended branch, because the 5-ethyl-ended branch is very likely to give a
similar shift to that of an ordinary butyl branch, as it has the same type of car-
bons up to 4 carbons from the carbon in question. When the shifts are calcu-
lated using the modified Grant and Paul parameters [34] a similar trend is ob-
served, although these parameters have been fitted to poly(ethylene-co-�-olefin)s,
which do not contain structures such as the 5-methyl-ended branch. For an or-
dinary butyl branch and a 5-methyl-ended branch, a shift is calculated of 23.11
and 23.05 ppm, respectively.

8.4.3
Copolymerization of Ethylene and Methyl Acrylate in Supercritical CO2

In this section, the polymerization of ethylene and a functional monomer is dis-
cussed. For this purpose copolymerization reactions of methyl acrylate (MA)
and ethylene using a palladium-based catalyst have been carried out in com-
pressed carbon dioxide at different monomer concentrations and monomer ra-
tios. The incorporation of methyl acrylate and the molecular weight of the poly-
mers have been compared to literature values of polymerizations conducted in
dichloromethane.

Catalyst precursor 2 as shown in Fig. 8.4 was used for the copolymerization
reactions of ethylene and methyl acrylate (0.05 mmol catalyst/L) [9, 41]. The in-
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Fig. 8.13 Ordinary 2B4 branch and
branch on branch structure.



hibitor 2,6-di-tert-butyl-4-methylphenol, abbreviated as BHT, was added to pre-
vent radical polymerization (1 mmol/L BHT) [42]. The batch polymerizations
with MA were performed in a 536 mL high-pressure reactor, as described in
Section 8.4.2.1 and Fig. 8.9 for 168 h. Because of the high critical temperature
of MA, the mixture critical temperature is substantially higher than the critical
temperature of pure CO2, approximately 323 K. Therefore, the polymerization
temperature was chosen above or below 323 K to avoid the unstable critical
point. Because temperatures above 323 K induce rapid catalyst deactivation, the
polymerization temperature was set to 298 K.

The molecular-weight distributions were determined using GPC against poly-
styrene standards and 1H NMR was used to determine the comonomer incor-
poration.

The results of the copolymerizations of MA and ethylene are summarized in
Table 8.11. The copolymerizations of MA and ethylene in compressed CO2 are
initially homogeneous and become heterogeneous when polymer is formed.
The NMR spectra indicate that after insertion of MA, chain walking occurs, re-
sulting in a functional group located at the end of a branch [9], which has also
been observed in polymerizations in dichloromethane [14].

In dichloromethane it was shown that the incorporation of MA is directly pro-
portional to the concentration of MA in solution at a head pressure of 0.2 MPa
ethylene [14]. Fig. 8.14a shows that the incorporation of MA is also directly pro-
portional to the ratio of monomer concentrations of MA and ethylene in solu-
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Fig. 8.14 (a) Incorporation of methyl acrylate
in copolymer as a function of concentration
ratio of methyl acrylate and ethylene.
(�) CO2 at 298 K using catalyst precursor 1;
(� [14], � [42]) literature values in
dichloromethane at 308 K using catalyst
precursor 2; (� [14]) literature value in
dichloromethane at 298 K using catalyst
precursor 1. Lines are drawn for visual aid.

(b) Number average molecular weight of
copolymer as a function of methyl acrylate
incorporation. (�) CO2 at 298 K using
catalyst precursor 1; at 298 K using catalyst
precursor 1; (� [14], � [42]) literature
values in dichloromethane at 308 K using
catalyst precursor 2. (� [14]) literature value
in dichloromethane at 298 K using catalyst
precursor 1.

(a) (b)



tion. The difference in MA incorporation between the two literature sources in
dichloromethane can be attributed to the use of the BHT inhibitor.

The inhibitor effectively suppresses the formation of MA homopolymer,
which decreases the catalyst activity and incorporation of MA into the polymer
[42]. The incorporation of MA in the copolymer is approximately twice as large
in CO2 at the same monomer ratio. Therefore, less MA is needed for similar in-
corporation of MA in the copolymer. The rate-determining step in the polymer-
ization is the insertion of the monomers. As a consequence, the incorporation
of MA and ethylene is determined by the ratio of the catalyst-ethylene complex
and catalyst-MA complex (see Fig. 8.15). Apparently, the polymerization tem-
perature does not influence the incorporation of MA in the polymer, because
the polymerization performed by Brookhart et al. [14] at 298 K follows the same
trend as the polymerizations at 308 K.

The difference in solvent properties can affect the chemical potential of the
catalyst complexes and monomers. The latter effect is expected to be small be-
cause of the absence of strong interactions between MA, CO2, and ethylene. A
higher incorporation of MA in the copolymer in CO2 can be caused by an ener-
getically more favorable catalyst-MA complex compared to the catalyst-ethylene
complex. Another effect of the non-polar CO2 is that the local concentration of
the polar MA is probably higher around the catalyst than in the bulk to stabilize
the electrical charge of the cationic palladium complex and the counterion in
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Table 8.11 Results of copolymerizations of ethylene and methyl acrylate in compressed carbon dioxide.

Exp.
No.

MA
(mol L–1)

Ethylene
(mol L–1)

p a)

(MPa)
Mn

(kg mol–1)
Mw/Mn

(–)
Branches
(CH3/
1000CH2)

MA
(mol%)

TON b)

MA
TON
Ethylene

MA1 1.82 1.94 22.1 162 1.9 122 1.3 127 9448
MA2 2.67 0.88 22.4 51 2.0 126 3.9 117 2895
MA3 2.05 0.68 18.4 46 1.7 129 4.4 64 1404

a) Initial total pressure.
b) Turnover number, mol monomer/mol catalyst.

Fig. 8.15 Mechanistic description of growth of the copolymer by
insertion of MA and ethylene.



CO2. In dichloromethane, these charges are primarily stabilized by the polar di-
chloromethane. The higher local concentration of MA in the CO2-system could
explain the higher incorporation of MA into the polymer.

In Fig. 8.14b, the incorporation of MA in the polymer is given as a function
of the number-averaged molecular weight, Mn. The experiments show an in-
crease in Mn as the MA incorporation decreases. Both the polymerizations in
CO2 and dichloromethane follow the same trend, indicating that the chain-
transfer due to inserted MA [14] is similar in both reaction media.

In conclusion, copolymerizations of MA and ethylene can be carried out in com-
pressed CO2. In comparison with dichloromethane, similar molecular weights are
obtained. The incorporation of MA in the copolymer at the same monomer ratio is
approximately twice as large in compressed CO2, which can be attributed to a
higher MA concentration near the catalyst or to an energetically more favorable
catalyst-MA complex as compared to the catalyst-ethylene complex.

8.5
Concluding Remarks and Outlook

In this chapter, the possibility of using late transition metal catalysts to synthesize
polyolefins in supercritical carbon dioxide was demonstrated [43]. The multicom-
ponent phase behavior of polyolefin systems at supercritical conditions was stud-
ied experimentally by measuring cloud-point curves as well as by modeling poly-
mer systems at supercritical conditions. The cloud-point measurements show that
CO2 acts as a strong antisolvent for the ethylene-PEP system, which implies that
the polymerization concerned will involve a precipitation reaction. The model cal-
culations prove that SAFT is able to describe the ethylene-PEP-CO2 system accu-
rately. Solubility measurements of the Brookhart catalyst reveal that the maximum
catalyst solubility is rather low (in the order of 1�10–4 mol L–1). However, a num-
ber of strategies are given to enhance this value.

Several catalyst systems and polymerization reactions were tested in scCO2,
including the homopolymerization of 1-hexene and ethylene. The results, dis-
cussed in Section 8.4.1, illustrate that it is possible to polymerize 1-hexene in
scCO2 using the Brookhart catalyst, yielding high-molecular-weight polymer.
Based on a comparison with solution polymerization in CH2Cl2, the activity of
this catalyst appears to be similar when scCO2 is used as reaction medium in-
stead. Moreover, no diffusion limitation of monomer occurs during the precipi-
tation polymerization in scCO2. In addition, a detailed study on the polymeriza-
tion of ethylene in scCO2 has emphasized that this reaction can effectively be
carried out in CO2 using the Brookhart catalyst. Observing the evolution of
pressure during high-pressure reactions appears to be a reliable method to de-
termine the reaction rate. Both the SAFT-LKP and the SAFT-PR model are able
to derive a reaction rate from pressure change upon reaction in supercritical
fluid systems. However, the SAFT-LKP model is more accurate than the SAFT-
PR model, because of the better description of PVT behavior of the LKP eos in
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comparison with the PR eos. Fitting different rate equations to the observed re-
action rate indicates that the polymerization rate is second order in catalyst de-
cay. Moreover, highly branched polyethylene can be produced because of the
plasticizing effect of scCO2. The polymers obtained have an even higher branch
content than polyethylenes produced in dichloromethane. Some preliminary re-
sults indicate the possibility to copolymerize ethylene with functional mono-
mers such as methyl acrylate and norbornene.

Based on the results obtained, it now becomes possible to address several im-
portant aspects of the process design for the catalytic polymerization of olefins
in scCO2. In view of the scale of commercial polyolefin production, it seems
plausible to expect that a transition from a batchwise operation (as on the labo-
ratory scale) to a continuous process will be required. Because of the high pres-
sures involved, a reactor of low diameter would be preferred because of the high
wall thickness required. Large vessels would need extremely thick walls, which
would be more expensive and would lead to inefficient removal of reaction heat.
Another consideration is that although the polymer is highly plasticized by
CO2, it does not dissolve in scCO2. Therefore, the polymerization is heteroge-
neous. With respect to the catalyst system, currently the most promising cata-
lysts capable of (co)polymerizing olefins in scCO2 are based on nickel and palla-
dium. Typically, these catalysts have lifetimes longer than 1 h. Therefore, the
type of reactor should permit long residence times. In addition, the high stabili-
ty of some of the late transition metal polymerization catalysts allows for effi-
cient catalyst recycling [44].

In our opinion, the process concept for the catalytic polymerization of olefins
in scCO2 should include a loop reactor type of apparatus (Fig. 8.16), as de-
scribed by Ahvenainen et al. for the polymerization of ethylene in supercritical
propane [45]. In this type of reactor, the residence time can be adjusted to suffi-
ciently long values to obtain a reasonable conversion. Extending the concept to
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Fig. 8.16 Proposed process design for the catalytic
polymerization of olefins [43].



several loop reactors in series enables the right conditions to be set in each reac-
tor for fine tuning the properties of the polymer produced. As an example, dif-
ferent monomers or monomer ratios can be added at different locations in the
system. In principle, this type of equipment also enables forced convection to
be used, thus providing an efficient means to avoid heat and mass transfer lim-
itations.

Two of the most interesting aspects of the catalysts used in this work are their
ability to copolymerize ethylene and �-olefins with polar monomers and their
inertness toward impurities, allowing for a relatively straightforward production
of these types of polymers in scCO2. Although the activity of these catalysts is
still rather low for commercial use, it may be expected that this will improve
significantly in the near future. This would enable the development of clean po-
lyolefin production based on CO2-technology, for which future applications may
be expected in the production of EPDM and other elastomers.
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Notation

�ij Interaction parameter [–]
� Acentric factor [–]
��� Segment volume [mL mol–1]
u�/k Segment-segment interaction energy [K]
a Temperature-dependent attractive parameter [Nm4 mol–2]
b Van der Waals hard sphere volume parameter [m3 mol]
kdeact Catalyst deactivation rate constant [1 h–1] or [1 molcat h–1]
kij Interaction parameter [–]
kpol Propagation rate constant [moleth molcat

–1 h–1]
m Number of segments [–]
ncat Catalyst concentration [mol L–1]
P Pressure [Pa]
PA Attractive pressure [Pa]
Pc Critical pressure [Pa]
PR Repulsive pressure [Pa]
T Temperature [K]
Tc Critical temperature [K]
Z Compressibility factor [–]
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9.1
Introduction

Supercritical carbon dioxide has emerged as the most extensively studied super-
critical fluid (SCF) medium for organic transformations and polymerization re-
actions. This stems from a list of advantages ranging from solvent properties to
practical environmental and economic considerations. Increasing environmental
regulation has prompted a tremendous effort to develop and apply environmen-
tally benign alternative media to a variety of commercially significant, solvent-
intensive processes. Carbon dioxide in the liquid and supercritical state is a po-
tential alternative for many of the processes experiencing ever-increasing regula-
tion, owing to its non-toxic, non-flammable nature. Additionally, its ubiquity
makes it inexpensive and readily available. Several excellent reviews are available
that discuss the utilization of carbon dioxide for many solvent- and waste-inten-
sive industries [1–4]. Aside from the gains provided by CO2 as a reaction medi-
um in general, it finds particularly advantageous application in the synthesis
and processing of fluoropolymers [5–7]. This being the case, the subject of this
chapter is the synthesis of fluoropolymers in compressed carbon dioxide.

9.2
Fluoroolefin Polymerization in CO2

9.2.1
Overview

Fluoropolymers are typically synthesized in aqueous polymerization systems
(both emulsion and suspension), non-aqueous systems (Freon-113), or Freon-
113/aqueous hybrid systems [8]. Such processes require the use of large quanti-
ties of water and CFCs (for non-aqueous polymerizations) or fluorinated surfac-
tants (for emulsion polymerization). Aqueous suspension and dispersion poly-
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merizations of copolymers of TFE with a variety of comonomers including hexa-
fluoropropylene (HFP) and various perfluoroalkyl vinyl ethers (PAVEs) typically
exhibit high levels of carboxylic acid end groups [6, 9]. The presence of acid
end-groups often proves deleterious to the intended properties and function of
the polymer and introduces complications into certain post-polymerization,
melt-processing steps. This problem is particularly prevalent in copolymers that
include PAVE comonomers, which are an essential component in the control of
crystallinity in TFE-based fluoroplastics. In order to prevent decomposition, dis-
coloration, and emissions of hydrogen fluoride, polymers containing high levels
of acid end-groups may require high-temperature hydrolysis and fluorination
finishing steps.

A propagating polymeric radical with a PAVE active-radical center can have
one of two possible reaction pathways. First, and most obvious, it can cross-pro-
pagate to monomer, continuing the polymerization reaction, or it can undergo
�-scission, resulting in an acid fluoride-terminated polymer and a perfluoroalkyl
radical capable of initiating further polymerization. Essentially this is a chain-
transfer-to-monomer step, the details of which are outlined in Scheme 9.1 [6, 9].

The use of CFCs circumvents these problems; however, CFCs have fallen un-
der exceedingly strict regulation because of environmental concerns and, as a
result, are no longer economically viable options as large-scale reaction media.
Additionally, many of the fluorinated surfactants typically employed in aqueous
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Scheme 9.1 Reaction sequence for �-scission in fluoroolefin polymerization [6, 9].



emulsion and suspension polymerizations are currently under scrutiny because
of bioaccumulation and environmental persistence [10, 11]. These issues have
collectively resulted in an increasingly urgent impetus for transition from the
conventional fluoropolymer synthesis platforms to alternatives that meet the
requirements of emerging public and regulatory demands.

Most commercially available fluoropolymers are prepared from a relatively
small group of olefins including tetrafluoroethylene (TFE), chlorotrifluoroethy-
lene (CTFE), vinylidene fluoride (VF2), hexafluoropropylene (HFP), ethylene,
and perfluoroalkyl vinyl ethers (PAVEs) (Fig. 9.1). Many of these monomers are
flammable, and some are explosive. For example, TFE is flammable when
mixed with air and has a high propensity for explosion during expansion to a
gas from its liquid phase under pressure. Further, TFE is highly explosive as a
gas at elevated temperatures. In the presence of oxygen it will undergo auto-
polymerization, a process sufficiently exothermic to ignite an explosion. It has
been demonstrated that CO2/TFE mixtures are far less susceptible to ignition,
as TFE forms a “pseudo” azeotrope with CO2 [12]. This makes handling and de-
livering monomer much safer.

Further, it is worth noting that fluoropolymers synthesized in sc-CO2 exhibit
significantly diminished levels of acid end-groups, leading to very high molecu-
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Fig. 9.1 Common fluoroolefins used in fluoropolymer synthesis.



lar weight materials [9]. Indeed, in such instances chain transfer agents are nec-
essary to control molecular weight and maintain melt-processability of the prod-
uct [13]. IR analysis has confirmed that fluoropolymers synthesized under these
conditions exhibit acid end-group levels an order of magnitude below (0 to 3
end-groups per 106 carbon atoms) those which are synthesized in conventional
organic and aqueous reaction systems [9, 13]. The most likely explanation for
this is that the tremendous plasticizing capability of CO2 provides for efficient
transport of monomer into the polymer phase, maintaining high effective con-
centrations of monomer in the vicinity of the active chain ends, thus favoring
the bimolecular propagation step over the unimolecular �-scission process.
Additionally, it has been demonstrated that dense CO2 is exceptionally inert to
free-radical chemistry in general [14].

9.2.2
TFE-based Materials

Tetrafluoroethylene (TFE)-based copolymers have become premium high-perfor-
mance materials for a broad range of applications that demand chemical and
thermal resistance and melt processing capability [15]. As mentioned earlier,
caution is necessary when TFE is used as a monomer because of potential ex-
plosions. A range of TFE-based fluoropolymers have been successfully synthe-
sized in CO2. These include FEP, PFA, ETFE, TFE/vinyl acetate polymers, Na-
fion®-type materials, and Teflon® AF-type materials (Fig. 9.2). This demon-
strates the broad applicability of liquid and supercritical CO2 in the synthesis
and processing of fluorinated polymers, which has led to the commercialization
of a CO2-based approach in the manufacturing of certain grades of polymers
based on tetrafluoroethylene (TeflonTM). DuPont has recently invested an initial
$40 million in the construction of a Teflon FEP production facility in Fayette-
ville, North Carolina. The process employs CO2 as the continuous phase instead
of 1,1,2-trichloro-1,2,2-trifluoroethane or water and surfactant [16–19]. The use
of carbon dioxide results in a surfactant-free system with no chain-transfer-to-
solvent issues. This process not only avoids many environmental and safety
concerns but also provides a product with superior properties. This is the first
commercial example of fluoropolymer resins made using supercritical carbon
dioxide as the solvent.

As mentioned earlier, carbon dioxide has been successfully employed as a
solvent for the precipitation polymerization of FEP (TFE and HFP monomers)
and TFE and PAVE to yield PFA (Fig. 9.2) utilizing a fully fluorinated initiator,
bis(perfluoro-2-N-propoxypropionyl) peroxide (BPPP). A fluorinated initiator is
used to prevent the formation of unstable end-groups, which will degrade upon
processing at high temperatures [14]. A large excess of HFP was used for the
preparation of FEP in order to achieve high incorporation in the resulting poly-
mer because of the low rate of HFP incorporation during the polymerization.
Additionally, it was found that polymers synthesized in CO2 contained levels of
acid end-groups as low as those observed in polymers synthesized in Freon-113
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which were treated with a post-polymerization fluorination step [13]. This
further underscores the advantages of utilizing CO2 as a solvent for the synthe-
sis of fluoropolymers, i.e. the several previously discussed environmental advan-
tages, coupled with a product that can be easily isolated and does not require ex-
tensive post polymerization fluorination steps [6, 17]. In an analogous system,
TFE and ethylene have also been copolymerized in CO2 to yield ETFE [20].

Teflon® AF is an amorphous copolymer of tetrafluoroethylene (TFE) and 2,2-
bis(trifluoromethyl)-4,5-difluoro-1,3-dioxole (PDD). It combines the properties of
amorphous plastics, such as optical transparency and solubility in organic sol-
vents, with those of perfluorinated polymers, including high thermal stability,
excellent chemical stability, and low surface energy. Moreover Teflon® AF exhi-
bits the lowest dielectric constant (1.90 for Teflon® AF 2400) and the lowest re-
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Fig. 9.2 Tetrafluoroethylene-based fluoropolymers synthesized in carbon dioxide.



fractive index (1.29 for Teflon® AF 2400) known for any solid organic polymer
[8]. As such, Teflon® AF is well-suited for use as an optical material. Teflon AF-
based materials have also been synthesized in supercritical carbon dioxide
(Scheme 9.2) [21]. A range of copolymers with various compositions and molec-
ular weights were prepared in yields as high as 74%, and their properties were
compared to commercially available Teflon® AF. The glass transition tempera-
tures for the materials ranged from 67 to 334 �C. The synthesis of these copoly-
mers in CO2 has several key advantages compared to conventional polymeriza-
tion techniques. The low reaction temperature and the use of a perfluorinated
initiator results in copolymers with properties which are comparable to those of
the analogous commercial product. However, an additional fluorination step is
not necessary and the product is isolated directly from the reactor without con-
tamination from solvents or surfactants. Moreover, the synthesis uses TFE/CO2

mixtures instead of pure TFE, which has inherent safety advantages [12].
Copolymer syntheses of TFE and vinyl acetate have also been reported by

Shoichet et al. in CO2 at 23–26 MPa and 45 �C using diethyl peroxydicarbonate
(EPDC) as the initiator. In this case TFE was not used as a mixture with CO2

but from vacuum pyrolysis of PTFE [22]. In addition, a surfactant was used
(Fluorad FC-171 – a mixture of fluorinated alkyl alkoxylates) in order to stabilize
the dispersion polymerization process. Poly(TFE-co-vinyl acetate) copolymers are
usually prepared by an aqueous emulsion polymerization process which typical-
ly results in a branched structure because of hydrogen abstraction from the
backbone generating a branch point. However, when CO2 was utilized as the
continuous phase, linear polymer was reported. This was attributed to the fact
that the abstraction of hydrogen by a propagating TFE radical is suppressed rel-
ative to propagation in carbon dioxide. Shoichet et al. have also reported several
precipitation polymerizations of TFE/CTFE/VF2 with vinyl acetate in supercriti-
cal carbon dioxide in the absence of surfactant [23]. The yields of the TFE/vinyl
acetate polymerizations were the highest, and the authors suggested that this
was because of the high miscibility between the vinyl acetate, TFE, and propa-
gating polymer chains in CO2.
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Scheme 9.2 Reaction scheme for the synthesis of Teflon®-AF in CO2.



9.2.3
Ionomer Resins and Nafion®

There are extensive research efforts, both academically and industrially, to devel-
op fuel cells as non-petroleum-based fuel sources. Proton exchange membranes
are a fundamental component of a fuel cell. The membrane that is currently
employed most commonly is a copolymer of tetrafluoroethylene and perfluoro-
2-(2-fluorosulfonyl-ethoxy) propyl vinyl ether (PSEPVE) which is marketed by
DuPont under the tradename of Nafion® (Fig. 9.2). Again, commercial synthe-
ses of these and related materials are often carried out in non-aqueous media to
avoid loss of expensive vinyl ether through partitioning into the aqueous phase,
hydrolysis (to which these monomers are particularly susceptible), and the for-
mation of acid end-groups (�-scission being the limiting synthetic parameter to
synthesis of high-molecular-weight copolymers in any conventional medium). De-
Simone and coworkers reported the use of sc-CO2 for the synthesis of variants
of Nafion®. As would be expected, the resulting polymers exhibited extremely
low levels of acid end-groups relative to a commercially available control [6].
This observation was accompanied by increased molecular weights relative to
commercial materials as evaluated by melt flow analysis.

9.2.4
VF2-based Materials

PVDF has been successfully synthesized in CO2 in a continuous precipitation
process using a continuous stirred tank reactor [24]. In such a process mono-
mer, solvent (CO2) and initiator are continuously added to the reactor. The ad-
vantage of a continuous process over a batch process is that the monomer and
the CO2 can be removed and recycled, leading to a high rate of polymerization.
The authors later reported that, although this was a precipitation polymeriza-
tion, a model based on the kinetics for a homogeneous polymerization fits the
experimental data, confirming the reaction orders of 0.5 and 1 for the initiator
and monomer respectively [25]. Further, the effect of VF2 flow rate, residence
time, and temperature were investigated in this system [26]. It was found that
monomer feed concentration had a pronounced effect upon the modality of the
molecular weight distribution. At a high monomer concentration, the resulting
polymer exhibited a bimodal molecular weight distribution. The authors sug-
gested that at high monomer concentrations the kinetics may no longer adhere
to the homogeneous kinetic model proposed earlier [25]. Several other parame-
ters were investigated such as chain branching and agitation, but they were un-
able to explain the bimodality of the polymer.
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9.2.5
VF2 and TFE Telomerization

DeSimone and coworkers were the first to report the homogeneous synthesis of
fluorinated telomers in sc-CO2 (Scheme 9.3) [27, 28]. Most conventional telo-
merization reactions are carried out in bulk because of the insolubility of fluoro-
polymers in all organic solvents other than CFCs.

Owing to the solubility of fluorinated oligomers in CO2 and the utility of CO2

as a medium for free-radical reactions, homogeneous telomerizations could be
carried out through thermal decomposition of the telogen or using AIBN as a
thermal initiator. These reactions thus offer further evidence of the inert behav-
ior of CO2 toward radical chemistry.

Table 9.1 lists reaction conditions for the AIBN-initiated telomerizations. Table
9.2 details the thermally initiated TFE telomerizations. It is interesting to note
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Scheme 9.3 AIBN – initiated telomerization of vinylidene fluoride and
tetrafluoroethylene in sc-CO2.

Table 9.1 Reaction conditions and results for the AIBN-initiated telo-
merization of VF2 in supercritical CO2 at T = 60 �C in a 10-mL stainless
steel view cell for 24 h.

Initial pressure
(MPa)

Mass of VF2

(g)
Mass of telogen
(C4F9I) (g)

Mw Mw/Mn Convn. (%)

34 3.8 1.6 608 1.05 35
28 4.0 2.2 588 1.05 32



that conversions and molecular weights were inconsistent and irreproducible
for the AIBN-initiated reactions of TFE. However, thermal telomerizations of
TFE gave decreasing yields with increasing monomer-to-telogen ratio, consistent
with reactions where the telogen also acts as the initiator.

9.3
Fluoroalkyl Acrylate Polymerizations in CO2

One of the more difficult issues associated with the use of CO2 as a polymeriza-
tion medium has been the limited solubility in CO2 of most high-molecular-
weight polymers. For this reason, much of the reported work on polymeriza-
tions typically concerns heterogeneous precipitation, dispersion, or emulsion
processes. However, it has been demonstrated that oligomeric perfluoropo-
lyethers and oligomeric poly(chlorotrifluoroethylene) oils are soluble in liquid
CO2 [1]. Additionally, it has been reported that highly fluorinated polyacrylates
of high molecular weight (> 250 000) exhibit exceptional solubility in supercriti-
cal CO2. Not surprisingly, since this discovery, it has been demonstrated that
high-molecular-weight, amorphous fluoropolymers can be synthesized homoge-
neously in CO2 utilizing free radical initiators [16, 29–34]. Most amorphous
fluoropolymers exhibit resistance to common organic solvents, and therefore
conventional approaches to synthesis and processing have depended on chloro-
fluorocarbon (CFC) platforms. Because of the previously mentioned environ-
mental concerns with the use of CFC refrigerants and solvents, CFCs are no
longer acceptable for large-scale commercial use. As an effective reaction medi-
um for homogeneous polymerizations under mild conditions, CO is an increas-
ingly attractive, inexpensive, and harmless platform option for the synthesis of
highly fluorinated monomers (as domestic and international regulation of CFCs
becomes ever more restrictive in the coming years). Various fluorinated acrylate
monomers, such as 1,1-dihydroperfluorooctyl acrylate (FOA) were polymerized
by this method (Scheme 9.4). In all cases, the polymerizations remained homo-
geneous throughout the reaction, illustrating the high solubility of the polymers
in supercritical CO2. It is also noted that reaction conditions for these polymeri-
zations are mild in terms of temperature and pressure and not entirely unlike
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Table 9.2 Reaction conditions and results for the thermally-initiated telo-
merization of TFE at T= 180 �C in a 25-mL view cell (pressures varied
based on telomer concentration, between 17 and 22 MPa).

[Monomer]/[Telomer] Yield (%) Mn MWD(DPw/DPn)

1.6 88 570 1.35
1.5 87 590 1.38
1.8 86 630 1.38
2.2 78 650 1.44



those encountered in conventional solvent-based processes [16]. Further, studies
have shown CO2 to be inert to radical chemistry, eliminating chain transfer to
solvent as a side reaction [7], and the low viscosity of sc-CO2 removes issues of
Tromsdorf effect and autoacceleration [7]. Therefore, as a reaction medium, CO2

is ideally suited to free-radical polymerizations.
Additionally, statistical copolymers of fluorinated acrylates and common hy-

drocarbon monomers, such as methyl methacrylate (MMA), butyl acrylate (BA),
styrene, and ethylene have been effectively synthesized using CO2 as a reaction
medium (Table 9.3) [28]. This is possible because of the high solubility of most
low-molecular-weight liquid hydrocarbon monomers in sc-CO2. Further, copoly-
mers of FOA and either 2-(dimethylamino)ethyl acrylate or 4-vinyl pyridine have
been successfully synthesized via homogeneous solution polymerization in sc-
CO2, producing CO2-soluble polymeric amines [29]. These polymerizations were
observed to be homogeneous throughout each reaction period even at high con-
centrations of comonomer. Furthermore, these materials were easily isolated
from the reaction solution as a powder or gum by releasing pressure and vent-
ing with CO2.

Kinetic studies of free-radical initiation in CO2 were conducted using AIBN
as the initiator [16, 29]. The study was undertaken using high-pressure UV
spectroscopy. The results showed decomposition to be slower in CO2 relative to
that measured in benzene owing to the reduced dielectric strength of carbon di-
oxide. However, it was also determined that the initiator efficiency is much
higher in CO2 because of reduced viscosity and solvent “cage” effects. Initiator
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Scheme 9.4 Free-radical polymerization of FOA in supercritical carbon dioxide.

Table 9.3 Statistical copolymers of FOA with hydrocarbon, vinyl monomers.
Polymerizations were conducted at (59.4± 0.1) �C and (34.8± 0.05) MPa
for 48 h in CO2. Intrinsic viscosity was determined in 1,1,2-trifluoro-
trichloroethane (Freon-113) at 30 �C.

Copolymer Feed ratio Incorporation Intrinsic viscosity
(dL g–1)

Poly(FOA-co-MMA) 0.47 0.57 0.10
Poly(FOA-co-styrene) 0.48 0.58 0.15
Poly(FOA-co-BA) 0.53 0.57 0.45
Poly(FOA-co-ethylene) 0.35 – 0.14



efficiency is defined as the fraction of radicals, formed in the initial decomposi-
tion step, which diffuse out of the solvent cage and are successful in initiating
polymerization of monomer. This again underscores the earlier statement that
CO2 is an effective and ideal radical polymerization medium that is inert even
in the presence of highly electrophilic hydrocarbon (or fluorocarbon) radicals.

9.4
Amphiphilic Poly(alkylacrylates)

As fluorinated poly(alkylacrylates) have proved to be highly soluble in com-
pressed CO2, they present themselves as possible components in the stabiliza-
tion of heterogeneous reaction systems in CO2. Indeed, there has been consider-
able effort in the development and synthesis of polymeric emulsifiers for lipo-
philic materials and stabilizers for hydrocarbon polymer dispersions in CO2. De-
Simone and coworkers demonstrated the feasibility of using fluorinated alkyl
acrylate homopolymers, such as PFOA, as efficient amphiphiles, owing to the li-
pophilic acrylate backbone and the CO2-philic fluorinated pendant chains [35,
36]. As was described earlier, these fluorinated alkyl acrylates are readily synthe-
sized homogeneously in CO2. The solution properties and phase behavior of
PFOA in compressed CO2 have been thoroughly examined and reported else-
where [37–39].

Further, the ability to synthesize random copolymers with various hydrocar-
bon monomers allows the anchor-soluble balance to be tuned while maintaining
solubility even with high incorporations of hydrocarbon comonomers [29]. Be-
cause of the amphiphilic nature of such copolymers, it was predicted that these
materials would self-assemble into micelles consisting of a highly fluorinated
corona segregating the lipophilic core from the compressed CO2 continuous
phase. Thus, PFOA-b-PS block copolymers were synthesized via controlled free-
radical techniques (Fig. 9.3), and it was confirmed (by small-angle neutron scat-
tering) that these copolymers spontaneously assemble into multimolecular mi-
celles in solution [40]. In addition to amphiphilic materials, which physically ad-
sorb to the surface of polymer particles in dispersion polymerizations, fluori-
nated acrylates can be utilized as polymerizable comonomers in the stabilization
of CO2-phobic polymer colloids [41].
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Fig. 9.3 Poly(1,1-dihydroperfluorooctyl-
acrylate-b-styrene).



9.5
Photooxidation of Fluoroolefins in Liquid CO2

As previously mentioned, another class of fluoropolymers known to be readily
soluble in CO2 are perfluoropolyethers (PFPEs) [1]. A unique class of fluoropoly-
mers, PFPE polymers and copolymers have been established as high perfor-
mance materials, exhibiting low surface energies and low moduli, as well as ex-
cellent thermal and chemical stabilities. PFPEs are primarily found in high-per-
formance lubricant applications, e.g., for magnetic data storage media and as
heat exchanger fluids. One of the main industrial processes for the production
of PFPEs is photooxidation of fluoroolefins [41]. Currently, only TFE and HFP
are used commercially in this process. Typically, HFP is photooxidized in bulk
because of its very low reactivity, while TFE requires an inert diluent in order to
prevent homopolymerization of the olefin.

DeSimone and coworkers recently reported the photooxidation of various con-
centrations of HFP in CO2 in concert with parallel reactions carried out in bulk
HFP and in perfluorocyclobutane for purposes of comparison [42]. Scheme 9.5
and Table 9.4 detail the reaction conditions and results. Based on the data col-
lected in this study, it was demonstrated that there is a strong dependence of
molecular weight and composition on HFP concentration (i.e. lower HFP con-
centrations gave lower peroxide content). Additionally, viscosity effects in liquid
CO2 appeared to significantly reduce the amount of peroxidic linkages in the fi-
nal product, as seen from entries 4 and 5 in Table 9.4.

9 Production of Fluoropolymers in Supercritical Carbon Dioxide200

Scheme 9.5 Perfluoropolyether synthesis through photooxidation of hexafluoropropylene.

Table 9.4 Peroxide content in the perfluoropolyethers synthesized under
varied HFP concentrations in HFP, CO2, and PCB.

Entry [HFP] (M) Solvent Peroxide content
(wt.%)

Volume HFP
(vol. %)

1 10.2 HFP 1.8 100
2 6.8 CO2 1.1 67
3 6.5 PCB 1.2 64
4 3.9 CO2 0.29 38
5 3.7 PCB 0.85 36



Additionally, the photooxidation of fluoroolefins provides a method by which
to synthesize PFPEs with varying degrees of functionality. DeSimone and co-
workers have reported the synthesis of multifunctional PFPEs by cophotooxida-
tion of HFP and an ester-functionalized vinyl ether (EVE), the details of which
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Scheme 9.6 Synthesis of multifunctional PFPEs.



are illustrated in Scheme 9.6 [43]. This was the first report of the utilization of
functional monomers by this method. Prior to this work, the anionic ring-open-
ing polymerization and fluoroolefin photooxidation methods commonly used to
synthesize functional PFPEs provided polymers with chain functionalities no
greater than one and two, respectively. However, the polymers reported exhib-
ited average chain functionalities as high as 7.3 as determined by repeat unit
and endgroup composition (19F NMR).

9.6
CO2/Aqueous Hybrid Systems

PTFE is manufactured primarily by free-radical methods in aqueous media. De-
Simone et al. developed a CO2/aqueous hybrid process that allows for the safer
handling of the TFE, resulting in high-molecular-weight PTFE resins [44]. This
system represents a substantial deviation from traditional systems, as CO2 and
water exhibit low mutual solubilities, allowing for compartmentalization of
monomer, polymer, and initiator based on their solubility characteristics.

9.7
Conclusions

In general, CO2 is an attractive alternative solvent for the synthesis of fluoropo-
lymers because it is “environmentally friendly”, non-toxic, non-flammable, inex-
pensive, and readily available in high purity from a number of sources. Product
isolation is straightforward because CO2 is a gas under ambient conditions, re-
moving the need for energy-intensive drying steps. Moreover, additional advan-
tages are realized in the manufacture of fluoropolymers, such as increased
safety in handling explosive monomers and enhanced polymer properties in
many cases. As demonstrated, CO2 is not only an adequate alternative, but in
many cases a superior one. This is strikingly borne out by DuPont‘s recent
$275 million investment in its CO2-based TeflonTM production process. Thus,
bearing in mind the ever-increasing regulations concerning fluorinated surfac-
tants, CO2 may find even more widespread use for the synthesis of fluoropoly-
mers.
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Oliver S. Fleming and Sergei G. Kazarian

10.1
Introduction

In this chapter we review some of the key issues associated with the use of
supercritical fluids for polymer processing. The development of supercritical en-
hanced processing requires understanding of the phase behavior of polymer/
supercritical fluid systems. Therefore, the first part of the chapter is focused on
the solubility of CO2 in polymers – a key factor that determines conditions and
outcome of polymer processing with supercritical carbon dioxide. The associated
phenomena, such as supercritical CO2-induced plasticization, diffusion, crystalli-
zation, and foaming of polymers are also discussed and interrelated to CO2 sol-
ubility in polymers. Spectroscopy played an important role in the elucidation of
these phenomena and provided molecular-level insight, and thus, applications
of spectroscopy to polymer processing are also discussed in this section and
throughout the chapter. The rheological behavior of polymers subjected to high-
pressure CO2 is reviewed in the next section of the chapter, and implications of
CO2-induced viscosity reduction for polymer processing are discussed. These ef-
fects open up a whole new dimension for polymeric materials that are difficult
to process because of their high viscosity. The following section focuses on
effects of supercritical CO2 on polymer blends – mixing and phase separation.
A novel spectroscopic imaging approach for the analysis of polymer blends sub-
jected to high-pressure CO2 is also discussed in this section. The plasticizing
effect of supercritical CO2 on polymeric materials is related to the processes of
supercritical fluid impregnation for dyeing applications and the preparation of
advanced optical materials and biomaterials. Finally, we assess the outlook for
new opportunities and the further use of supercritical fluids in polymer proces-
sing for sustainable technology.
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10.2
Phase Behavior of CO2/Polymer Systems and the Effect of CO2

on Polymerson Polymers

10.2.1
Solubility of CO2 in Polymers

Supercritical carbon dioxide has proved its applicability in the area of polymer
processing due to its unique properties as a temporary plasticizer. One of the
differences between traditional plasticizers and CO2 is that CO2 is a gas under
normal conditions and is therefore easy to remove. The solubility of high-pres-
sure CO2 in a polymeric matrix is the fundamental concept that facilitates all
forms of processing discussed in this chapter. In contrast to polymer synthesis
with CO2, polymer processing involves CO2 as the relatively minor phase dis-
solved within the polymeric matrix. Typically the equilibrium fraction of CO2 in
common polymers such as poly(methylmethacrylate) (PMMA) reaches ca. 10%
(35 �C and 4.1 MPa), although it has been shown to reach levels of 21% in
high-molecular-weight poly(dimethylsiloxane) (PDMS) (50 �C and 9.09 MPa) [1].
The solubility of CO2 in polymers is largely based on its ability to weakly inter-
act with the basic sites in polymers.

The importance of polar groups in polymers to CO2 solubility has been recog-
nized for almost two decades [2], with enhancement in CO2-philicity observed
for an increase in the number of electron-donating groups for a given polymer
density [3, 4]. The accessibility of the polar group is also an important factor [5];
for example, CO2 solubility is greater in PMMA than in poly(ethylene terephtha-
late) glycol-modified (PETG) because of the access of CO2 to the main-chain es-
ter group in PETG being more hindered than in the case of PMMA, which has
a side-chain ester functionality [6]. The morphology of the polymer matrix also
affects CO2 solubility; thus, glassy polymers [6] usually exhibit higher CO2 solu-
bility compared to semi-crystalline polymers [7].

Many experimental [3, 6–12] and theoretical [13–16] methods have been applied
to investigate the solubility of CO2 in polymers. Of all the methods used for sol-
ubility determination, IR spectroscopy stands out as the key technique that has di-
rectly specified the interaction responsible for the phenomena. We obtained the
first spectroscopic evidence for the interaction between CO2 and functional groups
in polymers (such as carbonyl groups or phenyl rings) [17] which has proven to
have impact on and implications for polymer modifications and synthesis, mem-
brane technology, and polymer processing. In situ FTIR spectroscopy was applied
to probe the molecular level interaction of CO2 with a wide range of polymers.
Specifically, interactions were assessed by the splitting of the v2 degenerate bend-
ing mode of the CO2, which indicates a Lewis acid–base interaction. This was
further substantiated by Nelson and Borkman [13], who applied ab initio molecu-
lar orbital calculations to study CO2 interacting with PET, revealing specific struc-
tural information that was absent from the spectroscopic work. They predicted
that the CO2 molecule is slightly bent when bound to the carbonyl oxygen of
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PET, indicating a transfer of electron density to CO2, which acts as a Lewis acid.
Furthermore, preferential interaction was found to occur at the carbonyl group
over the electron-donating ring system in PET. The interaction of CO2 with poly-
mers containing fluorinated groups was investigated by Fied and Hu [14] using
computational chemistry. Quadrupole-dipole interactions were predicted to make
a substantial contribution to the total energy of the interaction, estimated to occur
at a close (4.3 Å) approach distance.

The dependence of CO2 solubility with temperature [18] is a feature that is
exploited in polymer processing. Temperature control provides an effective way
to alter the conditions within the matrix. A good example of this is the applica-
tion of CO2-induced foaming, which can be initiated by rapid temperature
ramping from a supersaturated state. At low temperatures the solubility of CO2

in the polymer matrix is high, but with increasing pressure the solubility is low-
ered, which dictates careful temperature control during processing. A thorough
understanding of CO2 solubility in polymers is required to facilitate process
optimization. For a concise summary of CO2 solubility data in polymers and de-
tailed information regarding the measurement techniques, the reader is directed
to a recent review article complied by Tomasko et al. [19].

10.2.2
CO2-Induced Plasticization of Polymers

The plasticization of polymers involves an increase in the inter-chain distances
and an enhanced degree of chain and segmental mobility. Polymer plasticiza-
tion is accompanied by changes in mechanical and physical properties, and thus
a knowledge of this phenomenon is vital for processing applications. The plasti-
cization facilitates the processes described in this chapter and and has the im-
portant characteristic that following processing there is no residual CO2 remain-
ing in the matrix. Plasticization of the polymer matrix occurs at the glass transi-
tion temperature (Tg) and may be induced thermally or by the use of an organic
solvent which acts to depress the Tg. The use of an organic solvent has obvious
drawbacks due to the presence of solvent residues in the matrix that may affect
the final material and limit the applicability (i.e. applications such as food, bio-
technology, and pharmaceutical technology where the presence of the residual
solvent may be harmful).

The presence of dissolved CO2 molecules in a polymer results in the plastici-
zation of the amorphous component of the matrix. In this respect CO2 mimics
the effect of heat but with the important distinction that the Tg is depressed.
The extent of the Tg depression is dependent on the wt% of CO2 in the matrix.
As previously mentioned, one of the characteristics of plasticization is the en-
hancement of segmental motion, which has been observed spectroscopically for
the ester groups of PMMA [20] and the phenyl rings of polystyrene [21]. The
consequential increase in free volume of the matrix has been studied by meth-
ods such as laser dilatometry [22], in situ FTIR spectroscopy [20], high-pressure
partition chromatography [23], and inverse gas chromatography [24].
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This Tg depression enables the processing of polymeric systems that were pre-
viously not possible by conventional methods. If one wanted to impregnate a
polymer with an active component, the selection of active components would be
dictated by the Tg of the host matrix in terms of a requirement for thermal sta-
bility of the component at temperatures of at least the Tg. With the use of high-
pressure CO2 and the consequential reduction of the Tg, the selection of active
components is broadened to include components that would have suffered from
thermal degradation via traditional melt processing. This ability of high-pres-
sure or supercritical CO2 to plasticize the matrix is at the heart of all applica-
tions described in the following sections.

10.2.3
CO2-Induced Crystallization of Polymers

CO2-induced plasticization of the amorphous domains in semi-crystalline poly-
mers has significant morphological implications due to the formation of crystal-
lites. CO2-induced crystallization stems from free-energy considerations in the
CO2/polymer system. The CO2-induced mobility of the polymer chains permits
reconfiguration to occur, both in terms of conformation and 3-D arrangement
(intra and inter) into the lowest-energy configuration and thus results in the for-
mation of crystallites. Following depressurization of the system, CO2 escapes
quickly from the matrix and leaves the induced morphological alterations “fro-
zen”, shown schematically in Fig. 10.1. In this manner CO2 can be viewed as a
“temporary morphological modification tool”, as once the desired morphology
has been induced CO2 can be completely removed from the polymer. Table 10.1
summarizes polymers that have been crystallized with CO2 and includes the
methods used to detect the crystallization process.

The CO2-induced crystallization of poly(ethylene terephthalate) (PET) has re-
ceived much attention because of the industrial relevance of this polymer [25].
The rate of the crystallization has been shown to increase with increasing pres-
sure [26] and follow the Avrami equation [27]. As expected, FTIR and Raman
spectroscopy have proved to be highly valuable techniques to study the CO2-in-
duced crystallization of PET [28], which enabled Brantley et al. [18] to study the
crystallization process by in situ IR spectroscopy. That work established that at
0 �C crystallization was suppressed even at a CO2 pressure of 175 bar and thus
demonstrated the possibility to process PET without inducing morphological
alterations. Recently, Fleming and Kazarian [29] applied confocal Raman micro-
scopy (CRM) to evaluate scCO2-induced morphological alterations in PET film.
That work revealed that crystallinity does not occur uniformly through the poly-
mer but results in the formation of a crystallinity gradient along the line nor-
mal to the film surface as a result of the relative concentration of CO2 as a
function of depth. Fleming et al. [30] complemented that work with an FTIR
imaging study of thin-film sections exposed to scCO2 for a range of exposure
times. That approach permitted the progression of crystallinity through the
polymer film to be visualized as a function of time, as shown in Fig. 10.2. The
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Fig. 10.1 Schematic diagram of CO2-induced crystallization.

Table 10.1 Summary of polymers crystallized by CO2.

Polymer Technique Reference

Poly(ethylene terephthalate) (PET) DSC [168]
Poly(ethylene terephthalate) (PET) X-ray diffraction, infrared spectroscopy

and density measurements
[25]

Poly(ethylene terephthalate) (PET) Quartz spring gravimetric measurements [26]
Poly(ethylene terephthalate) (PET) Infrared and FT-Raman spectroscopy [28]
Poly(ethylene terephthalate) (PET) DSC [27]
Poly(ethylene terephthalate) (PET) Confocal Raman microscopy [29]
Poly(ethylene terephthalate) (PET) FT-IR imaging [30]
Poly(ethylene terephthalate) (PET) DSC [169]
Poly(ethylene terephthalate) (PET) DSC and X-ray diffraction [170]
Poly(ethylene terephthalate) (PET) In situ FTIR spectroscopy [171]
Bisphenol a polycarbonate DSC [33]
Methyl-substituted poly(aryl ether
ether ketone) (MePEEK)

DSC and density measurements [35]

Poly(ether ether ketone) PEEK DSC [172]
Syndiotactic polystyrene DSC and X-ray diffraction [31]
Syndiotactic polystyrene In situ FT-IR spectroscopy [32]
Poly(l-lactide) High-pressure DSC and X-ray diffraction [36]
tert-Butyl poly(ether ether ketone) DSC [34]



FTIR imaging technique, a novel and powerful method for polymer character-
ization, is discussed in detail in Section 3.3.

The facet of “morphological selectivity” is also demonstrated by CO2 in its
ability to induce a specific polymorph of syndiotactic polystyrene (sPS). The
morphology of sPS is rather complex in that it may exhibit a gamut of poly-
morphs; � and � which possess planer structures and two helical forms denoted
as the � and � phases. Handa and colleagues [31] investigated the effect of com-
pressed CO2 on the morphology of sPS by applying high-pressure DSC and X-
ray diffraction. They observed a transition from glassy sPS to form the �-phase,
and the �-phase was formed via a transition from the �-phase under compressed
CO2. Kazarian et al. [32] applied in situ FTIR spectroscopy to investigate CO2-in-
duced morphology under supercritical conditions, which proved to be a route to
the formation of the helical, nano-porous �-phase. The use of scCO2 is particu-
larly attractive alternative to the traditional solvent-processing route, where the
formation of the �-phase is only possible via a two-stage process that requires
extraction of the solvent from all clathrate forms.

CO2-induced crystallization has also been observed for bisphenol A polycar-
bonate [33], tert-butyl poly(ether ether ketone) [34], and methyl substituted poly
(aryl ether ether ketone) [35]. This CO2-induced enhanced crystallization rate
with increasing pressure has been explained in terms of the depression of Tg

being far greater than the depression of the Tm. However, in contrast to the
aforementioned polymers, it has been shown that exposure of poly(l-lactide)
[36] and isotactic polypropylene [37] to CO2 suppresses the crystallization rate.
This observation was suggested to be due to the Tm being depressed to the
same extent as the Tg, which prevents the formation of critical size nuclei. It
has recently been shown by Hu et al. [38] that the crystallization of polycarbon-
ate may be initiated under scCO2 conditions using nano-scale clays.
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Fig. 10.2 Transmission FTIR images
(266�266 �m2) of cross-sections of PET
film. The images are based on the distri-
bution of the integrated absorbance of the
band at 1340 cm–1 after exposure to super-
critical CO2 for 15, 20 and 30 min
(from left to right at 40 �C and 100 bar.

(Reprinted from Vibrational Spectroscopy,
Vol 35, pp. 3–7, O.S. Fleming, K.L. A. Chan
and S. G. Kazarian, FT-IR imaging and
Raman microscopic study of poly(ethylene
terephthalate) film processed with super-
critical CO2, Copyright (2004), with
permission from Elsevier).



CO2-induced crystallization of polymers presents a unique, tunable degree of
morphological control of the polymeric matrix, as revealed by CRM. Control
over the operating conditions enables control of the diffusivity of CO2 combined
with control over the kinetics of crystallization. This degree of control enables
the distribution of morphological changes in the polymer to be tailored, which
may facilitate the formation of novel materials with a skin-core morphology
with possible unique mechanical properties.

10.2.4
Interfacial Tension in CO2/Polymer Systems

Interfacial tension in CO2/polymer systems is an important parameter in appli-
cations such as the preparation of composite fibers [39], nucleation of polymer
or void phases, and growth and coalescence of dispersed phases [40]. CO2 acts
to lower the interfacial tension in polymer systems by “shielding” unfavorable
contacts at the interfaces between the system phases. The reduction of interfa-
cial tension in a binary polymer/CO2 system with increasing CO2 density has
been succinctly described by the “free energy densities of the two fluids becom-
ing more alike” [40]. Interfacial tension is directly related to miscibility and re-
sponsible for (as well as viscosity) droplet breakup and coalescence during
blending. However, the reduction of domain size in immiscible polymer blends
due to exposure to high-pressure CO2 has generally been interpreted in terms
of viscosity reduction of one of the phases as a result of preferential affinity of
CO2 to one of the polymer phases.

Interfacial tension measurement techniques can be divided into two catego-
ries: equilibrium and transient methods [41]. The pendent-drop method is the
most commonly applied method to measure interfacial tension under pressure
and involves the measurement of density differences between two fluids and
the equilibrium drop profile shape. In the following section, examples of inter-
facial tension reduction are presented for binary polymer/CO2 systems and for
polymer blends.

Harrison and colleagues [40] measured the interfacial tension between scCO2

and polyethylene glycol (MW 600 ) using a tandem variable-volume pendent
drop tensiometer, as shown schematically in Fig. 10.3. At 45 �C the interfacial
tension between the PEG-CO2 rich phase and the scCO2 phase was reduced
from 6.9 dyn cm–1 at 100 bar to 3.08 dyn cm–1 at 300 bar. Experimental observa-
tions were accurately predicted using a gradient model which utilized the lattice
equation of state. In another piece of work, the effect of surfactants on poly-
mer/CO2 interfacial tension was addressed [42].

Li et al. [43] applied the pendent-drop method to study the interfacial tension
of a PS/CO2 system. A linear decrease in interfacial tension was observed in the
temperature range 190–240 �C. Interfacial tension reduced from 24 to 12 dyn
cm–1 up to a pressure of 70 atm, but at higher pressure the rate of reduction
was suppressed. These observations were explained by two competing effects:
interfacial tension reduction with temperature increase combined with a reduc-
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tion in CO2 solubility with increasing temperature. In the same study the inter-
facial tension in an immiscible blend of polystyrene and polypropylene saturat-
ed with CO2 was measured. Experiments were recorded at 220 �C and pressures
up to 165 atm for two molecular weights of polypropylene. In both cases, the in-
terfacial tension was found to decrease by more than 20%. The data was suc-
cessfully modeled at high pressure using the density gradient theory, but at low
pressure the interfacial tension was severely underestimated.

The importance of interfacial tension reduction in polymer blends by CO2

has been addressed by Xue et al. [44] The pendent-drop method was utilized to
investigate the interfacial tension between PS/LDPE saturated with scCO2 and
compared to the same system in the absence of CO2. At 200 �C the interfacial
tension decreased from 6.62 mN m–1 at 0.1 MPa to 4.69 mN m–1 at CO2 pres-
sure of 9.2 MPa, corresponding to a 30% absolute reduction. This decreased in-
terfacial tension was explained by the presence of dissolved CO2 at the interface
of the polymers reducing unfavorable interactions between the two phases and
thereby enhancing the miscibility.

10 Polymer Processing with Supercritical Fluids212

Fig. 10.3 Schematic diagram of a tandem
variable-volume pendent drop tensiometer.
(Reprinted with permission from Langmuir,
Vol. 12, K.L. Harrison, K.P. Johnston and
I.C. Sanchez, Effects of surfactants on the

interfacial tension between supercritical
carbon dioxide and polyethylene glycol,
pp. 2637–2644, Copyright (1996) American
Chemical Society).



10.2.5
Diffusion of CO2 in Polymers and Solutes in Polymers Subjected to CO2

Above the Tg, the rate of polymer chain relaxation is faster than the diffusion of
CO2, and hence Fickian diffusion is to be expected. The diffusion of CO2 is be-
lieved to occur within the amorphous domains of the polymer matrix, and for
this reason the diffusion in semi-crystalline polymers may be more complex
than it in the case for glassy polymers. In the case of semi-crystalline polymers,
CO2 is not soluble in the crystalline domains, and therefore the degree of crys-
tallinity and hence the amorphous fraction available for CO2 molecules may in-
fluence the diffusion characteristics. Furthermore, CO2-induced crystallization is
likely to lead to an increase in the tortuosity factor, and thus the diffusion path
length may increase as a function of time. Syndiotactic polystyrene and poly(4-
methyl-1-pentene) [45] are semi-crystalline polymers which have crystalline
phases (helical in the case of sPS) with lower densities than that of the amor-
phous phase and are exceptions, as CO2 access is not restricted to the amor-
phous domains, in fact CO2 diffuses faster in the helical sPS than in the amor-
phous polymer [46].

The techniques available to study the diffusion of CO2 through polymeric ma-
terial include the barometric method, gravimetric method [47], and in situ FTIR
spectroscopy [18]. Visual inspection of the polymer via an optical view cell en-
ables the swelling characteristics to be assessed during the diffusion analysis
[48]. It should be noted that diffusion coefficient determinations from these
measurements rely on information from the total mass uptake of the polymer
and hence do not permit region-specific determination, since the measurements
correspond to the overall changes occurring throughout the total polymer sam-
ple. The diffusion coefficients of CO2 for a range of solid and liquid polymers
are summarized in Table 10.2.

The diffusion of CO2 in PET has received much attention because of the in-
dustrially viable technology of scCO2 dyeing, as described in detail in Section
10.4.1. Schnitzler and Eggers [49] implemented a gravimetric approach to study
the mass transport of CO2 in PET. Diffusion coefficient range was estimated at
3.5�10–10 to 5.3�10–9 m2 s–1 with a temperature increase from 80 to 120 �C at
various pressures. The sorption isotherm exhibited an S-bend shape, which is
characteristic of a change in mass transport mechanism from dual mode sorp-
tion at low pressure and Fickian diffusion at higher pressures, also observed by
Tang et al. for CO2 in polycarbonate [50]. The sorption of CO2 into PET was
measure using in situ FTIR spectroscopy by Brantley et al. [18], and the diffu-
sion followed Fickian behavior.

The plasticizing and swelling effect of CO2 dissolved in the polymeric matrix
can accelerate the diffusion of additives into the matrix. The “molecular lubrica-
tion” [20] provided by dissolved CO2 molecules within the polymer matrix en-
ables the diffusion of solutes to proceed in a less hindered manner than that in
the absence of CO2. The ease of diffusion of the solute through the matrix is
due to the increase in the free volume as a result of the polymer being in a
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Table 10.2 Diffusion coefficients for CO2 in a range of polymers.

Polymer Measurement
method

Temperature
(K)

Pressure
(MPa)

Diffusion
coefficient
(cm2/s)

Refer-
ence

Poly(butylenes succinate)
(PBS)

Magnetic
suspension
balance

393.15
453.15
453.15

12.341
2.466
8.304

1.23· 10–5

2.04· 10–5

2.68· 10–5

[173]

Poly(butylenes succinate-
co-adipate) (PBSA)

Magnetic
suspension
balance

393.15
453.15
453.15

12.229
2.34
8.616

0.95· 10–5

2.06· 10–5

2.05· 10–5

[173]

Gelatinized starch Pressure decay 343
343
343

2.6
9.2

11.8

7.5 · 10–6

1.9 · 10–6

0.9 · 10–6

[174]

Polyamide 11 Swelling
observation
from a
high-pressure
view cell

488
488

10.3
37.9

5.29· 10–5

2.29· 10–5
[48]

Poly(vinyl acetate) (PVAc) Magnetic
suspension
balance

313.15
313.15
313.15

0.329
3.039
6.626

2.15· 10–8

60.9 · 10–8

554 · 10–8

[175]

Polystyrene (PS) Magnetic
suspension
balance

373.15
423.15
473.15

8.320
8.319
8.420

1.67· 10–6

5.33· 10–6

9.90· 10–6

[175]

High density polyethylene
(HDPE)

Pressure decay
method

453.2
453.2
453.2

3.965
9.743

13.98

9.2 · 10–5

9.1 · 10–5

16.43· 10–5

[176]

Poly(methylmethacrylate)
(PMMA)

Time
absorption

313 10.5 1.04· 10–6 [10]

Poly(chlorotrifluoroethy-
lene) (PCTFE)

Time
absorption

313 10.5 7.08· 10–8 [10]

Cross-linked poly
(dimethylsiloxane)
(PDMS)

Time
absorption

313 10.5 7.08· 10–10 [10]

Low density polyethylene
(LDPE)

Volumetric
sorption
technique
based on
pressure
decay

423.15
423.15
423.15

0.654
1.564
2.997

4.4 · 10–5

3.9 · 10–5

4.6 · 10–5

[177]

PET In situ FTIR
spectroscopy

301.15
301.15
322.15
322.15

17.75
5.49

17.4
6.2

8.2 · 10–8

5.4 · 10–8

2.2 · 10–7

1.8 · 10–7

[18]



plasticized state combined with the possibility of the CO2 molecules solvating
the solute molecules and thus transporting them through the matrix. It should
be noted that the ease of the diffusion is dependent on the extent of “molecular
friction” occurring between functionalities of the diffusing solute and the poly-
mer chains [20].

The diffusion mechanism by which the solute may diffuse into the polymer
matrix is important and is dependent on the solubility of the additive in the
CO2 phase. In the case of the additive being soluble in the CO2 phase, it is sim-
ply carried into the matrix, and hence deposition upon depressurization of the
system is the mechanism which enables successful impregnation to occur. In
the case of a solute having a low solubility in the CO2 phase, successful impreg-
nation may occur because of the affinity of the solute to the polymer, and hence
the impregnation process occurs via partitioning of solute between polymer and
CO2 phases.

The CO2 content in the matrix may be varied up to the limit of the equilib-
rium weight fraction at a certain pressure. This enables one to manipulate the
polymer free volume and thus the diffusion characteristics of the solute may be
“tuned” through temperature and pressure control. At low concentrations of dis-
solved CO2 the polymer inter-chain distances are less than they are at higher
concentrations, and thus the diffusion rate is lower. An increase in the weight
fraction of CO2 in PS at 60 �C from 4 to 11% enhances the diffusion of pyrene
from 10–14 cm2 s–1 to 10–10 cm2 s–1, revealed by steady state fluorescent mea-
surements [51]. Similarly for the case of the diffusion of the relatively large mol-
ecules of decacyclene in PS, an increase in CO2 weight fraction from 7 to 11%
results in the diffusion coefficient increasing from 6.6�10–14 to 1.4�10–12 cm2 s
–1 [52]. This typical diffusion enhancement has been observed for phenol in
poly(bisphenol A carbonate) [53], azo-dye/PMMA [54, 55], and azo-dye /PET [49,
56, 57].

The ability to control the diffusion rate simply by adjusting the operating con-
ditions makes it possible to tailor the properties of the material, enabling the
preparation of novel materials with a high degree of accuracy and customiza-
tion. The control over solute diffusivity lends itself to the preparation of a sur-
face-restricted distribution, as seen in examples of grafting and blending which
are discussed in a later section.

10.2.6
Foaming

Polymeric foams have a closed-shell structure approximately 10 �m in diameter,
with a cell density between 109 and 1015 cells cm–3. These foamed materials
have superior properties to their unfoamed counterparts in terms of enhanced
ratio of flexural modulus to density and impact strength [58]. High-pressure
CO2 offers a particularly attractive alternative to traditional blowing agents be-
cause of its environmentally benign nature and relatively low cost. The phasing
out of ozone-depleting substances associated with the Montreal Protocol acts as
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a substantial driver toward the acceptance of this novel technology. Polymers
that have been foamed using CO2 include PMMA [59], PVDF [60], PS [61], PS
nanocomposite foams [62], PET [63], poly(ethylene-co-vinyl acetate) [64], styrene-
co-acrylonitrile (SAN) [65], conductive polypyrrole/polyurethane foams [66], con-
ductive elastomeric foams [67], and biodegradable macroporous scaffolds [68].

In the preparation of polymeric foams the polymer is saturated with CO2 and
hence the matrix is in a plasticized state. Rapid temperature ramping or depres-
surization results in CO2 escaping from the material, which can cause nuclea-
tion, and as the Tg rises the foamed structure is “frozen”. The processing route
to these microcellular materials can be achieved in a continuous [61, 62] or dis-
continuous manner [69–73]. Rodeheaver and Colton [74] developed a model to
predict the conditions required for the formation of open-cell microcellular
foams in batch processes. Knowledge of the relationship of the Tg depression to
pressure is vital in this application as it dictates the conditions required for cell
nucleation and growth to occur [75].

Microcellular foams prepared via the discontinuous method involve a 3-stage
process: polymer saturation with CO2 at a temperature below the Tg, a transfer
stage, and finally a rapid heating stage above the Tg. A characteristic feature of
the foams prepared in this manner is the formation of a dense unfoamed skin
layer [63, 72]. The appearance of the dense skin layer is due to CO2 desorption
from the film surface during the transfer stage. The thickness of this layer may
be controlled by the time of the transfer period and the morphology of the poly-
mer [63]. Krause et al. [70] studied the foaming of thin films of polysulfone
(PSU), poly(ether sulfone) (PES), and cyclic olefin copolymer (COC) in a discon-
tinuous manner. Control of the cell size distribution was influenced by the satu-
ration pressure, with higher pressures corresponding to a reduction in cell size
diameter and an increase in the cell size distribution. Furthermore, foaming
was shown to occur within a finite temperature window in which the cell den-
sity passes through a maximum. The reason for the temperature dependence
on the foam architecture is due to two competing processes: nucleation and
growth of cells and the CO2 solubility. The resultant foaming temperature
window is depicted by the series of SEM micrographs presented in Fig. 10.4,
which shows PSU film foamed at 180 �C and 200 �C and clearly depicts distinct
differences in the foam architecture. The sample foamed at 200 �C shows a de-
crease in the cell density and an increase in the cell wall thickness due to the
loss of CO2 from the thin film before nucleation and cell growth can occur. The
CO2 content in the polymer may be used to manipulate the foam architecture,
as shown with polysulfone/polyimide blends [71]. Closed-cell microcellular
structures were formed at low concentration, and at high concentrations an
open nano-porous foam was formed, as confirmed by gas permeation measure-
ments.
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Fig. 10.4 SEM micrographs of PSU films
satured at 50 bar and foamed at 70 (A),
100 (B), 130 (C), 160 (D), 190 (E), and
210 �C (F). The white horizontal bar indi-
cates 10 �m. (Reprinted with permission
from Macromolecules, Vol. 34, B. Krause,

R. Mettinkhof, N.F.A. van der Vegt, and
M. Wessling, Microcellular foaming of
amorphous high-Tg polymers using carbon
dioxide, pp. 874–884, Copyright (2001)
American Chemical Society).



10.3
Rheology of Polymers Under High-Pressure CO2

10.3.1
Methods for the Measurements of Polymer Viscosity Under High-Pressure CO2

Viscosity measurement methods for polymers under high-pressure CO2 may be
divided into four classes: pressure driven, falling body, rotational devices, and vi-
brating wire. Accurate viscosity measurements require a homogeneous solution
to be prepared, thus ensuring that phase separation does not occur [19, 76].

Pressure-driven devices include capillary viscometers and slit-die viscometers,
in both of which the flow is driven by pressure. In the case of the capillary visc-
ometer the pressure is generated by an upstream piston, and in the case of the
slit-die viscometer flow is generated by an extruder. In both cases, measure-
ments of pressure drop and flow rate are used to determine the viscosity. Both
techniques have the inherent problem of pressure drop, which may result in
phase separation. For this reason, the techniques are suitable for low-pressure
measurements, which may mean that the polymer has not reached equilibrated
CO2 concentrations.

Capillary viscometers have the advantage of a relatively simple flow field and a
small amount of sample required for the measurement. The technique yields an
average steady-shear viscosity in a precise and reproducible manner. However, the
technique is limited by the need for corrections for end effects (Bagley correction),
and is only suitable for the study of relatively high shear rates. A further problem
is that the pressure drop across the capillary affect the viscosity, and the capillary
flow model equations assume a viscosity independent of pressure. However, the
advantages of capillary viscometers are also associated with the slit-die rheometer,
which involves the measurement of viscosity at a fixed shear rate. The technique
has been widely utilized to study polymer/CO2 systems at high shear rates [77–82],
although a significant disadvantage of this technique is the pressure drop across
the die which may severely affect the viscosity.

Falling weight viscometers and rolling ball viscometers are types of falling
body devices. The common feature of these techniques is that a known body
falls through a fluid under the influence of gravity. The viscosity of the fluid
can be determined by the time required for the body to fall a known distance
through the fluid. Falling body techniques are suited to low-viscosity systems
because of the time required for the body to fall through a high-viscosity fluid
(temporal stability of the measurement). Falling weight viscometers enable vis-
cosity to be calculated from a single measurement. The application of falling
weight viscometers has been limited to the study of very low-viscosity polymer/
CO2 systems [83, 84]. However, the simple design and ease of operation of the
device combined with its high-pressure capability make the falling weight vis-
cometer advantageous for the study of Newtonian fluids. The falling ball vis-
cometer has been used to measure the viscosity reduction of PDMS in the pres-
sure range of 1–3 MPa [85].
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Rotational viscometers are the most widely used devices for rheological determi-
nation. Continuous measurements are made at a given shear rate or shear stress
for extended periods of time. A specific benefit with rotational viscometers is the
ability to perform subsequent measurements on the same sample under different
conditions. Specifically, the time dependency of shear rate may be determined. A
particular feature of rotational viscometers is the approximately uniformly distrib-
uted shear rate throughout the fluid specimen, which gives good control of the
fluid deformation, not possible with capillary rheometers. A specific issue relating
to the operation and design of high-pressure devices is the seal required for the
spinning shaft and the determination of the torque. Flichy et al. [86] adapted a con-
centric cylindrical rheometer for use with scCO2. The accessory is capable of pres-
sures up to 150 bar and temperatures up to 300 �C, and uses a magnetic coupling
to transfer the torque from the instrument motor to the measurement system, as
shown in Fig. 10.5. The elimination of wall slip effects was ensured by the incor-
poration of vane geometries which also provided good and fast mixing.

Royer et al. [87] developed a magnetically levitated sphere rheometer (MLSR)
based on a falling sphere rheometer, and thus measurements are conducted at
constant pressure. In essence, magnetic levitation is used to hold the sphere at
a fixed point, and the cylindrical sample is chamber moved vertically with a mo-
tor, thus generating shear flow around the sphere. The change in magnetic
force required to maintain the sphere in a stationary position is related to the
shear stress. Specifically, the effects of pressure and concentration of CO2 can
be decoupled without the need for theoretical modeling.

10.3.2
Viscosity of Polymer Melts Subjected to CO2

An important implication of the plasticizing nature of CO2 is the associated viscos-
ity reduction of the polymer bulk. An increase in the CO2 concentration results in
a reduction of viscosity due to the associated increase in free volume of the poly-
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Fig. 10.5 High-pressure attachment for the
rheometer, consisting of a magnetic coupling,
a pressure head, a rotating vane geometry,
and a cup. (Reprinted with permission
from Industrial and Engineering Chemistry
Research, Vol. 42(25), N.M.B. Flichy,
C. J. Lawrence, and S.G. Kazarian, Rheology
of poly(propylene glycol) and suspensions of
fumed silica in poly(propylene glycol) under
high-pressure CO2, pp. 6310–6319, Copyright
(2003) American chemical Society).



mer and the “molecular lubrication” offered by CO2. The ability to control the vis-
cosity of the polymer with CO2 concentration is well demonstrated by PS, for
which the viscosity can be reduced between 25 and 80%, depending on the oper-
ating conditions [81]. The Tg depression enables polymers to be processed at
milder temperature conditions compared to conventional melt processing. This
provides a route to processing high-melt viscosity polymers [88] and enables ther-
mally sensitive polymers to be manipulated without thermal degradation being a
limiting factor. The processing temperature needs to be optimized because of its
consequential reduction in CO2 solubility and hence in viscosity [81]. The reduced
operating temperature enables polymers such as acrylonitrile copolymer (65 wt%
AN) to be processed while avoiding unfavorable crystallization and cross-linking
that is associated with traditional melt processing [89].

CO2-assisted viscosity reduction has been observed for the following polymer
systems: PMMA [82], polypropylene [82], poly(vinylidene fluoride) [82], poly(di-
methylsiloxane) [1, 85, 87, 90, 91], poly(ethylene glycol) [92–96], poly(ethylene
glycol) nonphenyl ether [97], acronitrile copolymer (65 wt% AN) [89], polyamide
11 [48], low-density polyethylene (LDPE) [82, 98], poly(propylene glycol) and sus-
pensions of fumed silica in poly(propylene glycol) [86], polystyrene [80, 81, 99],
binary mixtures of polystyrene and toluene [84, 100, 101], and biomaterials
[101]. Viscosity reduction has also been observed for the following blends: poly-
ethylene and polystyrene [79, 102], polystyrene and PMMA [103], PMMA/rubber
and polystyrene/rubber [104].

Bortner and Baird [89] utlilized a pressurized capillary rheometer to investi-
gate the viscosity reduction of an acrylonitrile copolymer (65 wt% AN) under
CO2. The system was modified by the addition of a sealed chamber at the capil-
lary exit to allow a static pressure to be applied, preventing CO2 loss and thus
ensuring that phase separation did not occur. Control of the static pressure was
maintained with an adjustable pressure relief valve. At 6.7 wt% CO2, the Tg was
depressed by 31 �C (confirmed by DSC), with an associated viscosity reduction
of 60%.

10.3.3
Implications for Processing: Extrusion

In the continuous method of extrusion, CO2 is fed into the polymer melt and nu-
cleation (and hence foaming) is initiated at the exit die. Pressure and temperature
conditions at the exit die are controlled to result in supersaturation of the polymer.
The inter-relationships between the key variables to control cell nucleation and
growth in the continuous extrusion foaming process were summarized by Tomas-
ko et al. [19]. Extrusion of polymers under CO2 pressure enables operation to occur
at reduced temperatures, facilitates the blending of polymer blends, and provides
an environment for reactions to occur (reactive extrusion) [105].

Martinache et al. investigated the foaming of polyamide 11 using a slit-die
extruder, producing a homogenous foam featuring well-distributed spherical
closed shells with an average diameter of ca. 30 �m [48]. Garcia-Leiner and
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Lesser [88] studied the continuous extrusion of a range of high-melt-viscosity
polymers using a single screw extruder with a temperature-controlled die. Con-
trol of the foam morphology (cell density and cell size distribution) of polytetra-
fluoroethylene (PTFE), fluorinated ethylene propylene copolymer (FEP), and
syndiotactic polystyrene (sPS) was possible through the control of the die tem-
perature. Enhancement of nucleation was found to occur at reduced die tem-
peratures, and coalescence of the foamed structure was evident at higher tem-
peratures. Polystyrene has been continuously foamed in a two-stage single
screw extruder by Han et al. [106]. CO2 concentration was used to restrict the
nucleation point within the die and to control the cell morphology (size and
density). Han et al. [62] demonstrated that an introduction of ca. 5 wt% interca-
lated nanoclay was found to reduce the cell size from 25.3 to 11.1 �m and the
density from 2.7�107 to 2.8�108 cells cm–3, yielding a foam with an enhanced
tensile modulus and improved barrier properties.

Siripurapu et al. [60] studied the continuous foaming of highly crystalline poly
(vinylidene fluoride) (PVDF) at 175 �C with 2 wt% of scCO2, which resulted in a
foam structure with a heterogeneous cell size distribution and a low cell density,
attributed to the low solubility of CO2 in the polymer and therefore little CO2 avail-
able for bubble formation. A further restriction is the semi-crystalline structure of
PVDF. As the temperature falls below the Tm, crystallization occurs, which expels
CO2 into the amorphous domains and may lead to cracking of the cell walls and
therefore formation of discrete particles. Improvements in the foam characteris-
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Fig. 10.6 Schematic diagram of capillary tube rheometer with a CO2

injection system, a foaming extruder and an NIR sensor.
(Reprinted with permission of John Wiley & Sons, Inc. from measurement
and prediction of LDPE/CO2 solution viscosity, S. Areerat, T. Nagata and
M. Oshima, Copyright (2002) Polymer Engineering and Science).



tics were achieved by blending PVDF with PMMA. The solubility of CO2 in the
blend was increased by 4% compared with that of neat PVDF because of the affin-
ity of CO2 to PMMA. A significant improvement in the foam morphology was ob-
served with an increasing content of PMMA in the blend.

Areerat et al. [98] developed a capillary rheometer equipped with a foam extru-
der to measure the viscosity of a LDPE/CO2 system. The design included an NIR
sensor to monitor the CO2 concentration within the polymer during processing. A
schematic diagram of the equipment is shown in Fig. 10.6. Viscosity reduction
was caused by an increase in CO2 concentration, with 5% CO2 corresponding to
a viscosity reduction of 30% compared to that of the neat polymer.

10.4
Polymer Blends and CO2

10.4.1
CO2-Assisted Blending of Polymers

The role of CO2 in assisting the blending of polymers may be viewed in one of
the following ways:

� A transport medium used to impregnate a scCO2-swollen matrix with an initi-
ator and monomer, thus facilitating in situ polymerization (which may occur
in the presence of CO2 or following venting).

� A viscosity-reducing agent to facilitate the blending of high-melt-viscosity
polymers.

� Route to the formation of polymer blends with a unique morphology, as dem-
onstrated by Vega-González. et al. [107], who produced fibrous networks of
PMMA/poly(�-caprolactone) via a semi-continuous SAS process.

In situ polymerization to prepare immiscible blends was pioneered by Watkins
and McCarthy [108], stimulating other researchers to apply this methodology to
prepare novel polymer blends [109–112], fiber-reinforced composite materials[39],
and electrically conducting composites [66, 67, 113–116]. Polymer blends pro-
duced in this manner include polystyrene/poly(vinyl chloride) [117, 118], polysty-
rene/PET [119], nanometer-dispersed polypropylene/polystyrene interpenetrating
networks [120], polypropylene/polystyrene [121] and polyethylene/polystyrene
[122]. The resultant polymer blend may have a unique morphology compared to
the traditionally prepared counterpart (if it is feasible to prepare such a blend
via conventional procedures) and therefore demands a thorough investigation.

Kung and colleagues [123] prepared a polystyrene/polyethylene blend via the
radical polymerization of styrene within a scCO2-swollen high-density polyethy-
lene matrix. Polystyrene was localized within polyethylene spherulites, which
served as reinforcement in a “scaffolds” type manner. The resultant blend exhib-
ited a significant increase in modulus and strength, but had the associated dis-
advantage of a loss in fracture toughness.

10 Polymer Processing with Supercritical Fluids222



The diffusion of the monomer and initiator within the scCO2-swollen matrix
determines the extent to which the polymerization and hence the blending of
the polymers may occur, i.e. surface modification may occur whilst the bulk re-
mains unchanged. This surface-specific blending of polymers was demonstrated
by Muth and coworkers [112], who impregnated and polymerized methacrylic
acid within a scCO2-swollen PVC matrix to a depth of ca. 180 �m. The specific
modification of a polymer surface is obtainable through grafting [119, 122, 124–
127], which involves the surface modification of the bulk polymer with func-
tional groups.

The ability of CO2 to induce morphological alterations in polymers requires
examination of the morphology of the blends prepared using CO2. Zhang et al.
[128] investigated the morphology of a (53/47 w/w) ultra-high-molecular-weight
polyethylene (UHMWPE)/PMMA blend, utilizing tert-butyl peroxybenzoate as
the initiator. Tapping mode atomic force microscopy (TMAFM) was used to in-
vestigate the morphological structure of the resultant blend, revealing the pres-
ence of three distinct phases: crystalline UHMWPE, amorphous UHMWPE,
and domains of amorphous PMMA, which were estimated to range in size be-
tween 10 and 100 nm. Furthermore, the CO2-assisted polymerization was found
to increase the crystallinity of UHMWPE from 50.4% in the starting material to
59.2% following the polymerization blending. Busby et al. [129] applied a com-
bination of FTIR spectroscopy, DSC, and AFM to characterize nano-structured
blends of polymethacrylates in UHMWPE, prepared by in situ polymerization.
Methacrylates were found to exist in dispersed nano-scale domains, which have
never previously been prepared via conventional routes. An increase in methac-
rylate fraction resulted in the fragmentation of the UHMWPE lamellae into low
Tm crystallites. Moreover, the steric hindrance of the methacrylate side chain,
depending on its length, was found to control the extent of disruption to the
lamellae and ultimately the degree of fragmentation.

Shieh et al. [130] probed the CO2-induced morphological alterations in a poly(-
ethylene oxide)/poly(methyl methacrylate) blend using small-angle X-ray scatter-
ing (SAXS). The crystal and amorphous layer thickness of PEO was found to in-
crease following exposure to CO2, and the extent of the layer thickening was found
to be controlled by the fraction of PMMA in the blend. The increase in thickness of
the lamellae was attributed to recrystallization of the PEO domains.

The preferential interaction of CO2 with individual phases of polymer blends
is dictated by the affinity of CO2 to the individual components. Zhou et al. [131]
applied atomic force microscopy (AFM) and phase contrast microscopy to study
the effect of scCO2 on the surface structure and phase morphology of PMMA/
PS (50/50 w/w) thin films. AFM was used to monitor the return to thermody-
namic equilibrium of the cast film as a function of temperature, pressure, and
exposure time. Initially, PMMA appeared as a dispersed surface phase elevated
from a continuous PS matrix. The series of AFM images in Fig. 10.7 indicate
that the Tg of PMMA/PS blend at 20 MPa is < 60 �C, and at a temperature of
70 �C the Tg occurs at a pressure greater than 20 MPa, as seen by the initially
elevated PMMA phase falling into the PS phase.
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10.4.2
CO2-Induced Phase Separation in Polymer Blends

Polymer blends may be characterized in terms of the temperature dependence of
the Flury-Huggins interaction parameter (�). In the case of an upper critical solu-
tion temperature (UCST) blend, � decreases with temperature, and the blend re-
mains miscible. For phase separation to occur in a UCST blend, the temperature
must be lower than the critical solution temperature. In the case of a lower critical
solution temperature (LCST) blend, � increases with temperature, and thus phase
separation occurs above the critical solution temperature. The ability of CO2 to
mimic heat means that miscibility is enhanced in the case of UCST blends, and
for the case of LCST blends the miscibility is depressed. Ramachandrarao et al.
[132] explained this phenomenon by postulating a dilation disparity occurring at
higher CO2 concentration as a result of the preferential affinity of CO2 to one
of the components of the blend, inducing free-volume and packing disparity.

The effect of CO2 sorption on LCST blends is to depress the lower critical solu-
tion temperatures of the polymer system. Watkins et al. [133] observed phase sep-
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Fig. 10.7 Three-dimensional AFM images
(50�50 �m2) of PMMA/PS (50/50 w/w)
blend thin films. Images on the left were
treated for 2 h in scCO2 (20 MPa) at differ-
ent temperatures: (a) as cast film, (b) 40 �C,
(c) 50 �C, (d) 60 �C, (e) 70 �C. Images on the
right were treated for 2 h in scCO2 (70 �C)
at different pressures: (a) as cast,

(b) 5 MPa, (c) 10 MPa, (d) 20 MPa,
(e) 30 MPa, (f) 40 MPa. (Reprinted from
Journal of Supercritical Fluids, Vol. 26,
H. Zhou, J. Fang, J. Yang and X. Xie, Effect
of supercritical CO2 on the surface structure
of PMMA/PS blend thin films, pp. 137–145,
Copyright (2004), with permission from
Elsevier).



aration of homogeneous blends of poly(deuterated styrene)/poly(vinyl methyl
ether) more than 115 �C below the ambient pressure LCST in the presence of
3.3 wt% CO2. High-pressure fluorescence spectroscopy was applied by Ramachan-
drarao et al. [134] to study various compositions of polystyrene/poly(vinyl methyl
ether). Phase separation was found to occur as much as 90 �C below the coexis-
tence temperature for the corresponding binary blends under ambient conditions
in the presence of ca. 3.5 wt% CO2. The depression of LCSTs has also been ob-
served for the blends of deuterated polystyrene/poly(n-butyl methacrylate) [133]
and deuterated polybutadiene/polyisoprene [132]. Kazarian and Chan [135] ap-
plied in situ FTIR imaging to visualize the phase separation of a (50/50 w/w)
homogeneous LCST PS/PVME polymer blend, observing a domain size of ca.
200 �m. Fig. 10.8 shows the resultant images before and after phase separation;
details of the imaging technique employed can be found in Section 3.3.

The presence of CO2 in UCST polymer blends has been shown to enhance
blend miscibility. Walker et al. [136] observed a depression of the cloud point
temperature for low-molecular-weight blends of polystyrene/polyisoprene using
a combination of visual inspection, small-angle neutron scattering, and spectro-
photometry. In the presence of 13.8 MPa of CO2, a reduction of the cloud point
was observed compared to the same system in the absence of scCO2. This de-
monstrates the ability of CO2 to promote miscibility in UCST blends, and con-
sequently an increase in the processing window is available. Walker et al. [137]
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Fig. 10.8 ATR-IR images of PS and PVME
blend before and after exposure to 60 bar
CO2. The top line of images corresponds
to PS and the bottom images to PVME.
The size of each image is 820�1140 �m2.
(Reprinted with permission from Macro-

molecules, Vol. 37, S.G. Kazarian and
K.L. A. Chan, FTIR imaging of polymeric
materials under high-pressure carbon diox-
ide, pp.579–584, Copyright (2004) American
Chemical Society).



performed a thermodynamic analysis of the UCST blend of PDMS/PEMS in
the presence of high-pressure CO2.

10.4.3
Imaging of Polymeric Materials Subjected to High-Pressure CO2

This section introduces a novel application of IR spectroscopy, namely IR imag-
ing, and the specific sampling technique of attenuated total reflectance (ATR).
FTIR imaging in ATR mode allows one to visualize the spatial distribution of
different components in polymeric materials and to study directly the effect of
high-pressure CO2 on this distribution. This novel approach should benefit
polymer scientists studying polymer blends and their processing with scCO2.

The ATR measurement mode is achieved by placing the sample onto a crystal
that is IR-transparent (e.g. diamond) with a high refractive index and to allow
the IR light to contact the crystal at an angle above the critical angle, resulting
in total internal reflection. At the point of total internal reflection, the IR light
penetrates the sample with an evanescent wave which decays exponentially into
the sample. The depth of penetration is on the order of a few micrometers and
is dependent on the refractive indices of the crystal and the sample and the
wavelength of the light. Because of the relatively shallow depth of penetration,
ATR is a very versatile technique that allows the sampling of most liquid and
solid samples. The accessory used in the imaging under pressure application is
the Golden Gate (Specac), which has a diamond as the ATR crystal and has
been adapted to enable in situ measurements under supercritical conditions.
This accessory has been used to study phenomena such as polymer swelling
[138] and the decomposition of PET subjected to near-critical water [139].

FTIR imaging with the focal plane array (FPA) detector enables one to record
spatially resolved IR spectra. The FPA records thousands of IR spectra simulta-
neously, making the study of a dynamic system possible. Chemical images that
represent the distribution of different components can be generated based on
the chemical specificity of different functional groups in the mid-infrared re-
gion. FTIR imaging using the Golden Gate accessory, which is not specially de-
signed for imaging applications, was developed at Imperial College London by
Chan and Kazarian [140]. This allows the combination of the high-pressure cell
and FTIR imaging which makes possible a qualitative chemical imaging analy-
sis of polymer systems exposed to high-pressure and supercritical environments
[135]. A schematic diagram of the high-pressure cell can be seen in Fig. 10.9.

This accessory was used to image, in situ, the phase separation of a homoge-
neous LCST PS/PVME (50/50 w/w) polymer blend. A homogeneous mixture
was cast directly onto the diamond, which was the ATR crystal used for the
measurements. The resultant FTIR images are presented in Fig. 10.8 (Section
3.2), showing the distribution of both PS and PVME, before and after exposure
to 60 bar of CO2. Following exposure to CO2 it can be seen that phase separa-
tion occurs, resulting in domains of ca. 200 �m [135].

10 Polymer Processing with Supercritical Fluids226



This approach was also applied to study the simultaneous sorption of CO2

into PMMA and PEO under identical conditions. ATR-FTIR spectroscopy en-
ables the extent of polymer swelling to be qualitatively assessed, the measure-
ment probing a finite depth within the sample (wavelength dependent). Thus, a
reduction in absorbance can be used to interpret the extent of swelling. A sharp
interface between the two polymers was created by first casting PMMA from so-
lution onto half of the diamond; removal of the solvent was then achieved by
heating the sample at 60 �C and was confirmed by the elimination of spectral
bands associated with the solvent from the spectra. PEO was then melted onto
the remaining half of the diamond at 60 �C. The characteristic IR signatures as-
sociated with the individual components in the ternary system allow their distri-
bution to be visualized simultaneously, as shown in Fig. 10.10. The images
show that sorption of CO2 at a pressure of 50 bar is greater in PMMA than in
PEO, which shows a smaller amount of CO2. The associated swelling of PMMA
by CO2 is interpreted from the reduction in absorbance of PMMA. Following
the temperature increase to 50 �C the solubility of CO2 decreases and conse-
quently the extent of swelling is reduced, as seen by the increase in PMMA ab-
sorbance and the reduction in CO2 absorbance. PEO exhibited characteristic
spectral features associated with the molten state, indicating that the dissolved
CO2 molecules act to reduce the Tm. After 15 min exposure the CO2 sorption
was seen to increase in PEO, especially at close proximity to the interface. After
45 min exposure at 50 bar and 50 �C, CO2 has equilibrated and is shown to
have the greatest concentration in PEO [135]. This example shows that in situ
imaging allows one to analyze simultaneously several phenomena occurring in
two polymer samples, such as CO2 sorption, polymer swelling, and melting.
This points to the possibility of high-throughput chemical analysis of many
samples under high-pressure CO2.

This imaging technique has tremendous potential for the measurement of
polymer systems under the influence of CO2. The ability to visualize the indi-
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Fig. 10.9 Schematic diagram of the high-
pressure ATR-FTIR spectroscopic accessory
used to measure polymers under high-
pressure and scCO2. (Reprinted with
permission from Macromolecules, Vol. 37,

S.G. Kazarian and K.L. A. Chan, FTIR
imaging of polymeric materials under high-
pressure carbon dioxide, pp. 579–584,
Copyright (2004) American Chemical
Society).

Diamond
IR beam



vidual components within a dynamic system provides a means of studying the
effects of processing conditions on polymer systems. Furthermore, this tech-
nique gives the possibility of studying diffusion processes in several polymer
samples simultaneously under pressure, and ensures the reliability of a com-
parative analysis of these samples.

10.5
Supercritical Impregnation of Polymeric Materials

Polymer impregnation involves the introduction of a guest doping solute into a
host polymer matrix. The SCF impregnation of polymeric materials offers a par-
ticularly attractive processing route due to the “solvent free” nature of the tech-
nology. Once the system is depressurized, CO2 quickly escapes from the poly-
mer and the guest solute remains “trapped” in the matrix without the presence
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Fig. 10.10 ATR-IR images of PMMA/PEO
system. The top row shows images based
on the spectral band of PMMA, the middle
row shows images based on the spectral
bands of PEO, and the bottom row shows
images based on CO2 dissolved in the

polymers. (Reprinted with permission from
Macromolecules, Vol. 37, S.G. Kazarian and
K.L. A. Chan, FTIR imaging of polymeric
materials under high-pressure carbon
dioxide, pp. 579–584, Copyright (2004)
American Chemical Society).



of CO2 in the finished product. Supercritical carbon dioxide has been success-
fully used to impregnate various dyes, drugs, and metal complexes into polymer
hosts.

10.5.1
Dyeing of Polymeric Materials

Traditionally, the textile industry dyes hydrophobic polymer fibers from an aque-
ous medium that includes surfactants and dispersing agents to assist the dyeing
process. Not only does this method require a clean water source, but the efflu-
ent water stream needs post processing treatment to remove the liquor constitu-
ents. CO2 is able to swell hydrophobic fibers by penetrating into them and thus
allow the dye to penetrate the polymer matrix. The use of scCO2 technology as
a replacement for the traditional use of water as the dyeing medium offers sub-
stantial environmental advantages [141], and has been the subject of recent re-
views [141–143]. Structural modifications as a result of the dyeing process have
been investigated and showed that the migration of oligomers to the surface of
PET fibers and the shrinkage of polyolefin fibers (history dependant) occurs
[144]. The use of supercritical CO2 technology as a replacement for the tradi-
tional aqueous method of dyeing polyesters is a viable alternative that has
grown in international interest since 1995 [142] and operates under the princi-
ples demonstrated by Berens [145]. An obvious driver for scCO2 dyeing is the
environmental benefit that has been an underlying feature of all of the applica-
tions described in this chapter. Additionally, the use of CO2 results in a great
gain in the rate of diffusion of dye through the matrix [55, 56].

Initially it was deemed that high dye solubility in the CO2 phase was required
to enable impregnation to proceed via a deposition mechanism, which stimulat-
ed investigation of solubility characteristics [146, 147]. However, successful dye-
ing has been demonstrated for solubility as low as 10–6 M as a result of the af-
finity of the dye to the polymer, thus facilitating impregnation via partitioning
[20, 55]. This impregnation mechanism is beneficial for the dyeing of polymeric
materials, since at any one time there is a very low concentration of dye in the
CO2 phase and hence dye loss is minimized.

The diffusion mechanism under supercritical conditions has been studied by
methods including the film roll technique [56, 57] and the gravimetric approach
[49], demonstrating that the diffusivity is dye-specific and may be “tuned” with
temperature and pressure control. West et al. [55] revealed that the functional-
ities on the diffusing dye molecules need to be taken into account because of
so-called “molecular friction” (intermolecular interactions such as H-bonding)
that can occur between the functional groups of the dye and the polymer ma-
trix. This was demonstrated by the diffusion rate of 4,4�-(dimethylamino)nitroa-
zobenzene (DENAB) in PMMA, which is greater than that of Disperse Red1
(DR1) because of the hydroxyl groups in DR1 interacting with the carbonyl
functionalities of PMMA. Dye diffusion in PMMA has also been monitored by
in situ UV-vis [20].
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The spatial distribution of the dye within the polymer provides information
required to model the dyeing process. Confocal Raman microscopy (using an
oil immersion objective) has emerged as a powerful technique to obtain accu-
rate profiles of the dye distribution as a function of depth [148]. The technique
is specifically suited to this application because of the high Raman activity of
azo-dyes used in the dyeing process and thus enables the dye to be detected at
low concentrations. Depth profiling of polymers dyed from a supercritical solu-
tion have also been achieved with the use of photoacoustic (PA) spectroscopy
[149].

10.5.2
Preparation of Materials for Optical Application

Materials with non-linear optical (NLO) properties are of particular interest to
the telecommunications industry and specific to the technology of photonics
[150]. The impregnation of polymeric materials with organic, azobenzene dyes
is a possible route to the preparation of these materials. Poling techniques are
required to avoid the polar molecules aligning antiparallel to each other, which
avoids centro-symmetric arrangements [151]. A thorough review of the prepara-
tion and assessment of polymeric materials with azo-dyes for non-linear optics
has recently been prepared by Yesodha et al. [152].

The use of CO2 to prepare such materials involves the plasticization of the
polymer matrix followed by the impregnation of the chromophore. The applica-
tion of an electric field results in the alignment of the dye molecules, and this
is followed by depressurization of the system, which results in the rapid escape
of CO2 and the consequential “freezing” of the dye alignment in the matrix. A
specific benefit of this method is that the rapid release of CO2 enables the ma-
trix to be “frozen”, and hence the dye molecules do not have time to reorientate
[76]. A general problem with the polymeric guest-host system is the instability
of the system due to polymer chain relaxation, which can result in the loss of
the necessary alignment. Supercritical fluid treatment of such materials allows
one to process them at lower temperatures because of plasticization and thus
possibly to achieve better orientation of the dyes in the polymer matrix.

10.5.3
Preparation of Biomaterials and Pharmaceutical Formulations

The “solvent free” nature of CO2 makes it an ideal choice for the processing of
pharmaceutical materials, which require stringent control over product integrity
and the absence of harmful solvent residues. Retention of the bioactivity of the
active component in the formulation is a prerequisite for the processing route
of pharmaceutical formulations. The ability to plasticize and reduce the melting
temperature [153–155] of polymers enables the thermally labile active compo-
nents to be processed, thereby avoiding the possibility of thermal degradation
and enabling the bioactivity to remain following release from the formulation.
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The reduction of polymer viscosity also facilitates the mixing of the polymer
with an active component [156]. The ability of CO2 to foam polymers provides a
convenient method to prepare scaffolds for the application of tissue engineer-
ing, providing an environment able to promote the differentiation and growth
of tissue. Particle formation [157] provides a route to prepare formulations with
controlled release characteristics via encapsulation. The use of CO2 also provides
a convenient method to deliver coatings to pharmaceutical formulations [158]. A
detailed discussion of polymer processing for various pharmaceutical applica-
tions has recently been published [159].

One of the interesting applications where scCO2-processing of polymeric ma-
terials is beneficial is the method of PGSS (Particles from Gas Saturated Solu-
tion). PGSS is a technique able to form polymer/active compound foams, solid
particles, or droplets [160]. The principle of the technique is for CO2 to form
a gas-saturated solution/suspension which may then be foamed or passed
through a nozzle to produce solid particles or droplets. The technique is suited
to thermally labile components, since the process is undertaken at near ambient
temperature. Control of particle size has been achieved by the introduction of
N2 back-pressure in the collection chamber, as demonstrated by Hao et al. [161]
with poly(dl-lactic acid). The PGSS method has been shown to enhance the dis-
solution characteristics of nifedipine from PEG 400 [162, 163].

Another use of scCO2-processed polymers is in tissue engineering. 3-D scaf-
folds for tissue engineering applications require an environment that is condu-
cive to cell attachment and cell growth, an interconnected/vascularized architec-
ture to facilitate the transport of the necessary components into and out of the
scaffold, and the mechanical compatibility for the specific tissue. The foaming
of polymeric materials with scCO2 is an effective, “clean” processing route to
the formation of 3-D scaffolds. Successful applications involve the preparation
of scaffold materials for the delivery of specific factors such as chondrocytes
[164], providing the required environment to promote osteogenesis [165] and
the ability to deliver a range of growth factors [166]. The cellular structure of
polymers foamed using CO2 often results in closed-shell morphology. This is
disadvantageous for 3-D scaffolds as it does not fulfill the requirement of inter-
connectivity, and thus the diffusion of the required factors into and out of the
scaffold is restricted. This limitation may be overcome with the additional step
of particulate leaching [167]. This method also gives control over porosity and
mechanical strength by adjustment of acid-base gas-evolving reaction between
the two salts.

The formation of a solid dispersion may be achieved by the impregnation of
an active component from a supercritical solution. The benefit of this approach
is that it often results in the active component being molecularly dispersed
within the host matrix [5], which is advantageous compared to the reduced bio-
availability in the crystallized form which may be formed in the case of tradi-
tional methods. Furthermore, this study [5] proved that the impregnation of a
drug from a supercritical solution reduces the water uptake into the formulation
as a result of the interaction between the polymer and the drug, which helps to
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extend the shelf life of the product. The topic of supercritical fluid impregnation
of polymers for drug delivery is discussed in more detail in the recent book
mentioned above [159].

10.6
Conclusions and Outlook

The objective of this chapter was to provide an overview of polymer processing
with supercritical fluids and to underline some of the key advantages of this
type of processing compared to the conventional means of polymer processing.
Bearing in mind the costs associated with processing under high pressures,
these advantages must be capable of adding significant value to the processed
products. Recent studies demonstrate that the potential of supercritical fluids in
polymer processing is being realized. The key advantage of the use of scCO2 as
a “temporary” plasticizer in polymer processing lies in the ability of CO2 to
weakly interact with the functional groups in polymers. This leads to a reduc-
tion of the glass transition temperature, reduction of melting temperature in
some polymers, polymer swelling, and the facilitation of solute mass transport
within polymer matrices. The number of applications discussed in this chapter
is by no means exhaustive, as there are numerous recent articles and reviews
dedicated to specific issues in scCO2 polymer processing. It is hoped that this
chapter will rather provide a summary of some key recent developments which
have exploited advantages of the use of scCO2.

In 2000 we attempted to predict some future developments in this field and
suggested a number of possible breakthroughs [76]. Interestingly, while most of
these breakthroughs have now been achieved, the realization of some of these
speculations has actually exceeded expectations. Thus, although general develop-
ment of novel in situ characterization techniques was expected, the ability of
“chemical photography” using spectroscopic imaging of polymeric materials un-
der pressure has emerged as a powerful innovative method with great potential.
In particular, the ability to obtain “chemical snapshots” of a number of different
polymers subjected to high-pressure CO2 promises to improve the reliability of
analysis, accelerate laborious high-pressure investigations, and contribute to
studies that were not previously possible. The proposed development of new
surfactants for polymer processing in scCO2 has recently seen a significant in-
crease in activity with several exciting new results. New speculative develop-
ments in scCO2-assisted extrusion of polymeric materials have been realized in
part, although scCO2-assisted extrusion of ceramic pastes and many biodegrad-
able polymers has yet to be realized. Given the benign solvent nature of scCO2,
it is not surprising that the expected pharmaceutical and biomedical applica-
tions of this technology have resulted in a number of interesting and useful
studies and developments. This chapter has highlighted some of these recent
developments, and it is hoped that this book will facilitate further application of
supercritical fluids in polymer processing.
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Notation

Abbreviations
PMMA Poly(methylmethacrylate)
PDMS Poly(dimethylsiloxane)
PETG Poly(ethylene terephthalate) glycol modified
PES Poly(ether sulfone)
COC Cyclic olefin copolymer
SAN Styrene-co-acrylonitrile
PTFE Polytetrafluoroethylene
FEP Fluorinated ethylene propylene copolymer
PVDF Poly(vinylidene fluoride)
LDPE Low density polyethylene
sPS Syndiotactic polystyrene
PS Polystyrene
PSU Polysulfone
UHMWPE Ultra-high-molecular-weight polyethylene
NIR Near infrared
Å Angstrom
FTIR Fourier transform infrared spectroscopy
wt% Weight percent
atm Atmosphere
DSC Differential scanning calorimetry
SEM Scanning electron micoscopy
MW Molecular weight
sc Supercritical
SAS Supercritical antisolvent
PVC Poly(vinylchloride)
TMAFM Tapping mode atomic force microscopy
SAXS Small-angle X-ray scattering
AFM Atomic force microscopy
Pa Pascal
CRM Confocal Raman microscopy
PGSS Particles from gas-saturated solution

Symbols
Tg Glass transition temperature
Tm Melting temperature
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Andrew I. Cooper

11.1
Introduction

Supercritical carbon dioxide (scCO2) has attracted much interest as an alternative
solvent for materials synthesis and processing, and a number of recent reviews
have appeared on this subject [1–11]. Researchers have promoted CO2 as a sustain-
able and “green” solvent because it is non-toxic, non-flammable, and naturally
abundant. In fact, the economics of using dense CO2 on an industrial scale are
complex, and the benefits must be assessed in comparison with alternative tech-
nologies, on a case-by-case basis [12]. Issues such as the capital costs associated with
high-pressure equipment and the energy requirements for compressing CO2 into
the dense state may prove prohibitive in many instances. Nevertheless, it is widely
accepted that the advantages associated with this solvent are likely to lead to a num-
ber of new CO2-based processes – particularly where unique benefits can be ob-
tained in the properties and performance characteristics of the materials produced.
The level of interest in supercritical fluid (SCF) technology can be gauged from the
growing number of participating academic and industrial research groups world-
wide. We highlight in this chapter four broad research areas of special interest in
the field of advanced materials. We describe how the unusual physical properties of
CO2 – such as low toxicity, easy separations, variable density, low viscosity, low sur-
face tension, and polymer plasticization – are exploited in each case.

11.2
Polymer Synthesis

There has been strong interest in the use of scCO2 for polymer synthesis over
the last 12 years, dating from seminal publications in this area by DeSimone
and coworkers [13, 14]. This topic has been reviewed extensively [1, 15], and we
will focus here on recent developments and new strategies for addressing chal-
lenges connected with industrial implementation.
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11.2.1
Reaction Pressure

A major issue associated with the use of scCO2 as a solvent for polymerization
is the reaction pressure; many of the processes published so far operate at pres-
sures in the range 20.0–40.0 MPa [1, 15], which has significant implications for
capital equipment and running costs. This problem has been approached in a
number of ways. For example, DeSimone and coworkers have developed meth-
ods for the continuous precipitation polymerization of fluoropolymers [16]. In
general, continuous SCF processes are likely to be more readily implemented
than batch processes, and a continuous approach has also been applied to the
processing of porous PVDF foams [17].

An alternative approach to the pressure issue has been to explore other super-
critical fluids or “compressed fluid” solvents in the liquid state. For example, we
have shown that liquid 1,1,1,2-tetrafluoroethane (R134a) is a good solvent for
dispersion polymerization at pressures as low as 1.0–2.0 MPa [18, 19]. R134a is
non-toxic and non-flammable and is widely regarded as having zero ozone de-
pletion potential. The global warming potential for R134a is estimated to be
1300 times that of CO2, but a widely held view is that HFCs will have a very
small impact on overall climate change, which will arise mostly from the accu-
mulation of CO2 in the atmosphere from the burning of fossil fuels [20, 21].
R134a is more expensive than CO2, and any HFC-based process would likely
require effective recycling of the solvent. Energy-efficient recycling of R134a
may be practical since it was developed originally as a refrigerant. An important
chemical difference between R134a and CO2 is the degree of polarity: CO2 is
symmetrical and has no permanent dipole moment (although it does possess a
substantial quadrupole moment), while R134a is moderately polar and has a
significant dipole moment (2.1 D).

We have shown that liquid R134a is an excellent solvent for the dispersion po-
lymerization of styrene at low pressures (< 2.0 MPa) using inexpensive hydrocar-
bon stabilizers [19]. We have also developed an entirely new process that we
have termed “compressed fluid sedimentation polymerization” [22]. This process
operates at moderate pressures (< 5.0 MPa) and uses dense R134a–CO2 mixtures
as a sedimentation medium for polymerization in order to produced large
(>1 mm) beads of cross-linked hydrogel materials in the absence of any organic
solvents or surfactants (Fig. 11.1). A key advantage is that the sedimentation
rate can be fine-tuned by varying the pressure – and therefore density and vis-
cosity – of the compressed sedimentation medium.

11.2.2
Inexpensive Surfactants

A significant limitation of using scCO2 in materials applications is that it is a
feeble solvent for most polymers [23]. Certain amorphous fluoropolymers are ex-
ceptions to this rule [14], and these materials have been used, for example, as
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11.2 Polymer Synthesis 241

Fig. 11.1 Schematic layout for equipment used in compressed fluid
sedimentation polymer process (top) and cross-linked polymer beads
produced by this process (bottom, scale bar = 10 mm).
(Adapted from [22]).



241 for dispersion polymerization in scCO2 [13]. It is even possible to produce
CO2-soluble conducting polythiophenes by extensive incorporation of fluoro-sub-
stituents, despite the fact that rigid polymers of this type are notoriously hard to
dissolve, even in “good” solvents [24]. Fluorinated polymers exhibit a unique
blend of properties such as solvent resistance, water repellency, and UV trans-
parency and are therefore the materials of choice for certain advanced applica-
tions [25]. Conversely, fluoropolymers are relatively expensive and have poor en-
vironmental degradability, which may prohibit their use in other processes.
There is thus a real need to consider alternative “CO2-philes” that are less ex-
pensive and, ideally, environmentally benign. It is difficult to design such mate-
rials because of the small number of known examples and the embryonic “de-
sign rules” that exist [26]. Nonetheless, a number of groups have made recent
progress in this area. For example, Beckman and coworkers have reported that
inexpensive aliphatic poly(ethercarbonate) materials are soluble in CO2, perhaps
even more soluble than amorphous fluoropolymers of an equivalent degree of
polymerization [27, 28]. The development of inexpensive functional polymeric
surfactants and ligands based on this approach could underpin a number of
new CO2-based applications. Recently, we have adopted high-throughput screen-
ing approaches in order to discover more soluble polymers and ligands for use
in conjunction with scCO2 (Fig. 11.2) [29].
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Fig. 11.2 High-throughput discovery of CO2-
soluble polymers: the graph shows cumula-
tive weight % extracted in CO2 for a library
of 100 polymers at five different extraction
pressures (1.0–30.0 MPa). Red bar = low

molar mass internal standard material
(AIBN); blue bars = aliphatic poly(ether
ester)s (PE); yellow bars= aliphatic poly(ether
carbonate)s (PEC); green bars = poly(vinyl
acetate) (PVAc). (Reproduced from [29]).



11.3
Porous Materials

This area has been reviewed recently in detail [9], and we will focus here mainly
on new approaches that have appeared in the literature since this review was
published. There are several specific reasons to consider SCFs as alternative sol-
vents for the synthesis and processing of porous materials:

1. The production of porous materials is often solvent intensive, so that more
sustainable alternatives could offer significant environmental benefits.

2. Drying steps can be energy intensive. With the exception of water, most SCF
solvents studied so far are gases under ambient conditions.

3. Pore collapse can occur in certain materials (e.g., aerogels) when removing
conventional liquid solvents. This can be avoided by the use of SCF solvents,
which do not give rise to a liquid–vapour interface.

4. Porous structures are important in biomedical applications (e.g., tissue engi-
neering), where there are strict limits on the amounts of residual organic sol-
vent that may remain in the materials. This provides a strong driving force to
seek non-toxic solvent alternatives.

5. Surface modification of porous materials frequently requires the use of sol-
vents that will wet the pore structure efficiently. Supercritical fluids (and cer-
tain liquefied gases, such as CO2) are extremely versatile wetting agents be-
cause of their low surface tensions (e.g., liquid CO2 will wet Teflon).

6. Surface modification or templating of nanoporous materials presents special
problems because organic solvents are often too viscous to fill such small
pores. Even gaseous species (when below the critical temperature) can con-
dense within small pores, thus forming a relatively viscous liquid “plug” that
blocks the pore, preventing further penetration. SCF solvents have much low-
er viscosities than organic liquids and cannot condense into the liquid state.
Moreover, mass transfer rates in SCF solvents tend to be high because of low
solvent viscosity.

7. As a result of their compressed state, SCF solvents are highly suited to the gen-
eration of polymer foams. Moreover, polymer foaming requires that the material
is either melted or highly plasticized, and many SCF solvents are excellent plas-
ticizing agents (while being non-solvents) for a wide range of polymers.

In many applications, more than one these considerations is important. There-
fore, the synthesis and processing of porous materials is a particularly fertile
area for SCF research.

11.3.1
Porous Materials by SCF Processing

The use of SCFs for polymer foaming is quite well established [1, 9], but a
number of novel applications have arisen recently. For example, ultraporous
thin polymer films have been generated using physical constraints imposed by
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external surfaces (hard plates) and internal surfaces (hard nanoparticles and soft
micelles) via foaming with supercritical CO2 [30]. The constraints serve as diffu-
sion barriers and/or heterogeneous nucleation sites, and the use of CO2-philic
copolymers further enables microcellular foaming at reduced pressures using
liquid CO2. Similarly, ultralow-k dielectric materials have been produced by
foaming polyimides such as Matrimid using scCO2 [31]. This approach allows
the formation of both microcellular and bicontinuous, nanoporous structures
with dielectric constants as low as k = 1.77. A process was also developed for
the production of porous polyetherimide monofilaments by semicontinuous sol-
id-state foaming using a modified “pressure cell” technique [32]. Dense, CO2-sat-
urated fibers were spun at rates up to 1 m s–1, the porosity being introduced at
the spinning head. The process was designed to allow the production of closed
microcellular as well as open nanoporous filaments.

SCF solvents have also been used recently for the chemical modification of
prefabricated porous materials. For example, direct synthesis (co-condensation-
reaction) and post-synthesis reaction (grafting) were combined for the first time
to produce bifunctionalized ordered mesoporous materials (OMM) [33]. Ethyl-
enediamine-containing OMMs (ED-MCM-41) were first synthesized via direct
synthesis and then further modified by the phenyl (PH) group in an SCF medi-
um via a grafting reaction, resulting in OMMs with ED and PH groups (PH-
ED-MCM-41). SCF solvents have also been quite widely used for the removal of
guests from porous substrates [34].

It is clearly desirable to use non-toxic solvents for the synthesis or processing
of biocomposite materials, for example, in tissue engineering [10]. Carbon diox-
ide is an obvious choice for such applications, although SCF alkanes (ethane,
propane) and certain hydrofluorocarbons (R134a [20, 21]) could in principle ful-
fil similar requirements from a toxicological perspective. A major challenge in
this area is to incorporate biologically active guest species into polymer hosts
without loss of activity. For example, there are well-documented problems in
maintaining protein activity under conventional processing methods because of
either the presence of an organic–aqueous interface (double emulsion tech-
niques), elevated temperatures (polymer melt processing), or vigorous mechani-
cal agitation. A further challenge is to control the morphology of the compo-
sites, i.e. to generate porosity that optimizes release characteristics or allows cell
infiltration into a scaffold. SCF mixing can be used to overcome many of these
limitations in a single processing step. For example, CO2-induced plasticization
has been exploited to lower the viscosity of biodegradable polymers such as
poly(d,l-lactide) (PLA), poly(lactide-co-glycolide) (PLGA), and polycaprolactone to
such an extent that bioactive guests could be mixed into the polymer at tem-
peratures close to ambient (e.g., 35 �C, 20.0 MPa) [35]. Foaming occurred upon
venting the CO2, which introduced a high degree of porosity into the composite
materials. Biocomposites were formed encapsulating enzymes (e.g., ribonu-
clease A, catalase, �-d-galactosidase), and it was found that the enzyme activity
was retained.
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11.3.2
Porous Materials by Chemical Synthesis

We have developed two methods for the chemical preparation of porous organic
polymers using SCF solvents. The first involves the formation of permanently
porous cross-linked poly(acrylate) and poly(methacrylate) monoliths or beads
using scCO2 as the porogenic solvent [36–39]. No organic solvents are used,
either in synthesis or in purification. It is possible to synthesize the monoliths
in a variety of containment vessels, including chromatography columns and nar-
row-bore capillary tubing. Moreover, we have exploited the variable density asso-
ciated with SCF solvents in order to “fine-tune” the polymer morphology. The
average pore size and surface area in the materials can be tuned continuously
over a considerable range (BET surface area= 90–320 m2 g–1) just by varying the
SCF solvent density (Fig. 11.3). This can be rationalized by considering the vari-
ation in solvent quality as a function of CO2 density and the resulting influence
on the mechanism of nucleation, phase separation, aggregation, monomer par-
titioning, and pore formation [38]. We have applied the same concept to the syn-
thesis of well-defined porous, cross-linked poly(methacrylate) beads (diame-
ters= 100–200 �m) by suspension polymerization, again without the use of any
organic solvents [37]. The surface area of the beads can be tuned over a wide
range (5–500 m2 g–1) by varying the CO2 density. Both of these techniques dem-
onstrate how the variable density associated with SCF solvents can be exploited
to precisely control the structure of porous materials produced by reaction-
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Fig. 11.3 Control over pore size for porous polymers prepared in
scCO2 can be achieved by adjusting the solvent density. The graph
shows the variation in total BET surface area (closed circles) and
micropore surface area (open circles) for a cross-linked poly(meth-
acrylate) as a function of CO2 pressue. (Reproduced from [38]).



induced phase separation. We have also shown that one can avoid high-pressure
reaction conditions by using R134a as the porogenic solvent [39].

Our second general approach to the formation of porous materials by chemical
synthesis has been templating of high-internal-phase CO2-in-water (C/W) emul-
sions to generate highly porous materials in the absence of any organic solvents,
only water and CO2 being present [40, 41]. Providing that the emulsions are suffi-
ciently stable – which depends strongly on the surfactant system – it is possible to
generate low-density materials (�0.1 g cm–3) with relatively large pore volumes
(up to 6 cm3 g–1) from water-soluble vinyl monomers such as acrylamide and hy-
droxyethyl acrylate (Fig. 11.4) [40, 41]. Templated cell densities in these materials
were found to be in the range 0.5�108 to 5�108 cells cm–3. Initially, we used low-
molecular-weight (Mw�550 g mol–1) perfluoropolyether ammonium carboxylate
surfactants to stabilize the C/W emulsions [40], but a significant practical disad-
vantage is that this surfactant is expensive and non-degradable. We have subse-
quently shown that it is possible to use inexpensive hydrocarbon surfactants to sta-
bilize the C/W emulsions and that these emulsions can also be templated to yield
low-density porous materials [41]. We also showed that reaction pressures can be
kept to moderate levels (< 7.0 MPa) by employing liquid (rather than SCF) CO2 at
room temperature by using redox coinitiation [41].

The controllable swelling properties of CO2 have been used to prepare tem-
plated inorganic materials by chemical synthesis at high pressures. For example,
well-ordered mesoporous silicate films were prepared by infusion and selective
condensation of silicon alkoxides within microphase-separated block copolymer
templates dilated with scCO2 [42]. Confinement of metal oxide deposition to spe-
cific subdomains of the preorganized template yielded high-fidelity, three-dimen-
sional replication of the copolymer morphology, enabling the preparation of struc-
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Fig. 11.4 Porous emulsion-templated
polymer prepared by polymerization of a
concentrated CO2-in-water (C/W) emulsion.
The “cells” that can be observed in the
structure are direct replicas of the CO2

emulsion droplets. These droplets are
distorted into irregular polyhedra because
the close packing in the concentrated
emulsion (CO2 internal phase volume=
80%). (Reproduced from [41]).



tures with multiscale order in a process that closely resembles biomineralization.
The films survived the chemical-mechanical polishing step required for device
manufacturing. Similarly, the controlled expansion of pores within mesoporous
silicas has been achieved by exploiting the tunable density of scCO2 to induce
the swelling of triblock copolymer surfactant templating agents, P123 (PEO20-
PPO69-PEO20) and P85 (PEO26-PPO39-PEO26) [43]. At pressures of approximately
48.2 MPa, pore diameters of up to 100 Å were achieved, representing a pore expan-
sion of 54% compared to the conventionally-formed mesoporous silicas. The pres-
ence of scCO2 was shown not to affect the hexagonal ordering of the silica, a dis-
tinct advantage over conventional pore-swelling techniques.

11.4
Nanoscale Materials and Nanocomposites

There has been a surge of interest in the last five years in the use of SCF sol-
vents for the preparation of nanoscale materials and nanocomposites [5, 44].
Scientific drivers in this case include reduced solvent viscosity, pore wetting,
and separation advantages.

11.4.1
Conformal Metal Films

SCF solvents are very versatile for the deposition of conformal metal films both
on planar surfaces [46, 47] and within porous substrates [48]. For example,
high-purity gold films were deposited onto metal, ceramic, and polymer sub-
strates by the H2-assisted reduction of dimethyl(acetylacetonate)gold(III) in
scCO2 at temperatures in the range 60–125 �C [49]. At 125 �C and 15.0 MPa, Au
deposition proceeded readily on all surfaces studied, including SiO2 and TiN
films. This technique was used to generate continuous arrays of gold posts
using etched Si wafers backfilled with SiO2 as templates [48].

11.4.2
Synthesis of Nanoparticles

This is an area where fine control over solvent properties may offer distinct ad-
vantages. For example, Schiffrin and coworkers showed that the variable density
associated with SCFs may be exploited in the size fractionation of functionalized
metal nanoparticles [50]. Fulton and Wai have described a process for synthesiz-
ing and dispersing silver nanoparticles in a water-in-scCO2 microemulsion [51].
A microemulsion of aqueous sodium nitrate solution was stabilized in scCO2

by the addition of a mixed surfactant system involving sodium bis(2-ethylhexyl)-
sulfosuccinate (AOT) and a perfluoropolyether-phosphate ether. Addition of a re-
ducing agent [NaBH(OAc)3] led to the formation of Ag(0) nanoparticles with an
average diameter of about 4 nm, as estimated from UV-vis bandwidth analysis
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and TEM imaging. Both the precursor solution and the reduced Ag particle so-
lution formed stable, optically clear microemulsions throughout the entire reac-
tion sequence. More recently, Wai outlined a process for synthesizing silver ha-
lide nanoparticles (diameters 3–15 nm) by mixing two different water-in-scCO2

microemulsions – one containing silver nitrate and the other containing a so-
dium halide (X= Cl, Br, I) [52]. In this case, nanoparticle formation involves sev-
eral processes, such as droplet collision, intermicellar exchange, and reaction be-
tween silver ion and halide ion.

Titanium dioxide nanoparticles were produced by the controlled hydrolysis of
titanium tetraisopropoxide (TTIP) in the presence of reverse micelles formed in
CO2 with the two fluorinated surfactants [53]. Based on dynamic light scattering
measurements, the amorphous TiO2 particles formed by injection of TTIP were
larger than the reverse micelles, indicating surfactant reorganization. The size
of the particles and the stability of dispersions in CO2 were affected by the mo-
lar ratio of water-to-surfactant headgroup, (wo), the precursor concentration, and
the injection rate.

In general, the formation of nanoparticles in supercritical fluid solvents offers
potential advantages, which include rapid solvent separation, accelerated reac-
tion rates (due to high diffusivities), and the possibility of depositing particles
in situ in porous materials, thereby taking advantage of the unique properties of
the SCF phase. However, conventional approaches to nanoparticle synthesis and
processing are not always directly transferable. For example, alkanethiol-capped
nanoparticles have not been found to disperse readily in scCO2 because of the
very low van der Waals forces and polarizability exhibited by this solvent. John-
ston and Korgel have addressed this problem by synthesizing robust fluorocar-
bon-capped silver nanocrystals, which may be dispersed in pure liquid or super-
critical CO2 [54]. The synthesis and processing of metal nanoparticles capped
with fluorinated ligands (e.g., 1H,1H,2H,2H-perfluorodecanethiol) could prove
important, for example, in memory storage applications where a low dielectric
constant coating material may help to insulate the active charge-storing devices.

11.4.3
Synthesis of Nanowires

A number of research groups have investigated SCF solvents for the production
of nanowires. For example, bulk quantities of defect-free silicon (Si) nanowires
with nearly uniform diameters ranging from 40 to 50 Å were grown to a length
of several micrometers with an SCF solution-phase approach [55]. Alkanethiol-
coated gold nanocrystals (25 Å in diameter) were used as uniform seeds to di-
rect one-dimensional Si crystallization in a solvent heated and pressurized above
its critical point. The orientation of the Si nanowires produced with this method
could be controlled with reaction pressure. Flow reactors can be employed to
minimize the undesirable deposition of Si particulates formed in the bulk solu-
tion [56]. Scanning electron microscopy (SEM) images of Si nanowires grown at
a series of temperatures, reactor residence times, and Si precursor concentra-
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tions revealed that the wire growth kinetics influences the nanowire morphol-
ogy significantly and can be controlled effectively using such a system.

Recently, it was shown that ultrahigh densities (up to 1012 nanowires cm–2) of
ordered germanium nanowires can be produced on silicon and quartz substrates
using scCO2

57. The nanocomposites displayed room-temperature photolumines-
cence, the energy of which was dependent on the diameter of the encased nano-
wires. Metallic nanowires of cobalt, copper, and iron oxide magnetite (Fe3O4) have
also been synthesized within the pores of mesoporous silica using a SCF inclusion
technique [58]. The ability to synthesis ultrahigh-density arrays of semiconducting
nanowires on-chip is a key step in future “bottom-up” fabrication of multilayered
device architectures for nanoelectronic and optoelectronic devices.

Lastly, it is possible to “decorate” and elaborate nanowires using SCFs, for exam-
ple by hydrogen reduction of metal precursors in scCO2 [59]. Cu and Pd nanocrys-
tals were deposited from different types of nanostructured materials including na-
nocrystal-nanowire, spherical aggregation-nanowire, shell-nanowire composites,
and “mesoporous” metals supported by the framework of nanowires [59].

11.5
Lithography and Microelectronics

Microelectronic devices and materials now represent one of the largest manu-
facturing sectors in the world. Currently, water and solvent usage is required on
a large scale for the precise fabrication of device elements for state-of-the-art mi-
croprocessors [12]. A typical microelectronics fabrication facility processing 5000
wafers per day will generate almost 5�106 L organic and aqueous solvent waste
per year. For example, chemical mechanical planarization (CMP), an increas-
ingly important operation in such facilities, uses ultra-purified water and sup-
ported silica slurries to polish wafer levels for improved manufacturability. A
standard CMP tool will use 40 000 L ultra-pure water per day. In these circum-
stances, there is a strong drive to consider alternative solvents for such pro-
cesses. A further challenge for the high end of the market is the identification
of alternative process technologies that are not just “greener” but provide com-
pelling technical advantages that could foster adaptation [11].

11.5.1
Spin Coating and Resist Deposition

Spin-coating processes involving CO2 as the solvent have strong potential for
the development of “dry lithography” technologies for the future. DeSimone and
coworkers have developed a novel high-pressure CO2 spin-coating apparatus to
produce high-quality thin films of CO2-soluble photoresists based on 1H,1H-
perfluorooctyl methacrylate/tert-butyl methacrylate copolymers [60]. Film thick-
nesses were correlated to various process variables including rotational speed,
solution viscosity, and evaporative driving force.

11.5 Lithography and Microelectronics 249



11.5.2
Lithographic Development and Photoresist Drying

In the supercritical state there is no liquid–vapour interface, so capillary stresses
are suppressed. This has been used, for example, to avoid pore collapse by SCF
drying of porous materials [9]. More recently, the same advantages have been
exploited to allow the preservation of high-aspect ratio, nanometer-sized features
in microlithography using scCO2 as the developing solvent. Supercritical CO2

has great potential for the development of photoresists, but only if the devel-
oped resist material has sufficient solubility in CO2. Ober has developed diblock
fluorinated copolymer resists for 193 nm wavelength lithography using scCO2

as the developing solvent [61–63]. Lithographic resolutions as low as 0.2 �m can
be achieved using these methods. This may be due in part to interfacial segre-
gation behavior exhibited by the diblock copolymer resists, and it is suggested
that scCO2 development could play a key role in the fabrication of high-aspect-
ratio features because of the absence of surface tension forces [61–63]. Similarly,
scCO2 containing hydrocarbon surfactants has been used to remove water from
photoresists without pattern collapse due to capillary forces [64].

11.5.3
Etching Using SCF Solvents

Aqueous hydrofluoric acid (HF) solutions used in wet etching processes provide
one of the most effective ways to etch films of silicon wafers. Traditionally, such
solutions are used for the production of integrated circuits on silicon wafers
and in surface micro-machining for the release of component parts in micro-
electromechanical systems (MEMS) devices. However, using aqueous-based so-
lutions often hinders the processes and/or poses environmental difficulties. For
example, surface micro-machined MEMS devices often require the use of HF/
water mixtures to etch sacrificial silicon dioxide (SiO2) layers with high selectiv-
ity toward polycrystalline silicon structural layers. Capillary forces in subsequent
drying of released wet-etched structures cause stiction: the released parts stick
to adjacent surfaces. DeSimone and coworkers have reported an scCO2-based
nonaqueous HF etchant solution for “dry” etch processing of microelectronics
devices involving the controlled dissolution of silicon dioxide (SiO2) thin films
[65]. Practical application of this etchant solution was demonstrated for cleaning
microelectronic structures. Such nonaqueous etchant solutions could potentially
contribute to replacing water- and solvent-based processes in microelectronics
fabrication facilities (FABs), the ultimate goal being a totally “dry” FAB in the
future.
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11.5.4
“Dry” Chemical Mechanical Planarization

There is growing interest in using copper as the interconnect metal in microelec-
tronic devices because of its superior electrical conductivity and better electromi-
gration resistance than the current tungsten- or aluminum-based materials. Be-
cause of the difficulties involved in patterning copper by conventional dry-etch
techniques, chemical mechanical planarization (CMP) has emerged as a new tech-
nology for implementing the use of copper in submicron semiconductor devices.
During CMP, the chemical slurry removes copper from the wafer surface by a
combination of chemical and mechanical means. In the chemical process, the me-
tallic copper is oxidized and chelated, while in the mechanical process, the copper
surface is rubbed against a polishing pad until global planarization is achieved.
Most of the current processes use water as the solvent for the CMP slurry, leading
to both technical and environmental difficulties. One particular technical draw-
back of the aqueous-based CMP processes is the incompatibility of porous low-k
inorganic and organic interlayer dielectric materials with water. Inefficient water
removal can result in higher than expected dielectric constants. Environmental is-
sues include the generation of large quantities of contaminated aqueous waste
(containing acids, buffers, abrasives, etc.), which cannot readily be recycled. Non-
aqueous CMP processes suffer from similar environmental drawbacks, as many of
these processes use highly undesirable organic solvents such as carbon tetrachlor-
ide. Thus, there exists a great demand for new CMP technologies which circum-
vent the technical and environmental drawbacks of the current aqueous and
chlorinated organic solvents. DeSimone have developed a novel scCO2-based
CMT process that involves no organic or aqueous-based solvents [66]. Unlike
water, condensed CO2 has an extremely low viscosity and a low surface tension
– characteristics desired for CMP processing. Additionally, the environmental dif-
ficulties associated with the use of organic solvents (e.g., solvent toxicity and oxi-
dation) as well as the need to recycle the organic or aqueous solvents are avoided.
Condensed CO2 is easily separated from the other chemicals in the proposed CMP
slurry by tuning the pressure and/or temperature.

11.6
Conclusion and Future Outlook

The use of SCF solvents for advanced materials synthesis and processing is a
burgeoning field, as witnessed by the large number of breakthroughs in the last
five years. For example, most of the research reviewed in this chapter was pub-
lished in the three-year period 2002–2004. In general, there have been two main
thrusts to this work:

1. the elimination of volatile organic solvents and polluted aqueous waste streams;
2. the generation of materials with new or improved properties.
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We suggest that commercialization of this technology in the materials area will
be brought about by the successful convergence of these two approaches.

There are a number of important questions that still remain to be addressed
in terms of the “green credentials” for scCO2-based processes. For example,
high pressure-differentials (�P) translate to increased energy consumption and,
ultimately, to an additional source of environmental pollution. Moreover, while
CO2 itself is cheap and non-toxic, many of the surfactants, ligands, and stabili-
zers that are used in conjunction with this solvent – particularly those based on
fluorine – are not. There is, therefore, a real need to analyze the entire life cycle
for any new process. Pressures can be reduced by working with liquid rather
than supercritical CO2 – that is, unless the process relies on a specific property
of the SCF state. In the case of materials synthesis, this may require one to de-
vise chemical methods which work at lower pressures – for example, redox initi-
ation in the case of polymer chemistry. There is a strong driving force to move
away from expensive fluorinated stabilizers and surfactants in many processes,
although fluorinated materials do have unique performance benefits in some
applications. The feeble solvent strength of CO2 for most hydrocarbon polymers
is a major obstacle in this respect.

A range of future opportunities exists for the exploitation of SCF solvents in
various areas of materials science. The explosive growth of nanoscale materials
applications in the last five years points to one such area. Another field that
may hold great future promise is “SCF solvent engineering” in supramolecular
chemistry; this has, as yet, been little exploited, despite the growing understand-
ing that exists concerning micelle formation and self-assembly in SCFs.

Perhaps the best scientific “acid test” for materials produced using SCFs is
whether or not the same materials could be produced using more conventional
methods. In truth, it is hard to point to any materials produced so far that could
not, in principle, be produced using more conventional liquid- or vapor-phase
technologies. There are, however, a growing number of examples of advanced
materials which can be produced very conveniently using SCFs which would be
difficult or inconvenient to produce by other routes. To give a few examples:

1. Chemical fluid deposition (CFD) [47] has been used to deposit metal films
from non-volatile precursors; equivalent volatile precursors for conventional
CVD do exist, but the CFD approach broadens the range of available precur-
sors and allows deposition at lower temperatures.

2. Concentrated CO2-in-water emulsions (C/W) are useful for the preparation of
highly porous templated structures [40, 41]; very similar materials can be gen-
erated using conventional O/W emulsions but the latter method is highly sol-
vent intensive, and it is often hard to remove the organic solvent from the
pore structure.

3. Lithographic patterns may be developed using a number of solvents, but “fea-
ture collapse” due to capillary forces is avoided conveniently by using SCF
drying or development [12].
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4. Acceptable residual solvent levels can be achieved in biomaterials processed
using organic solvents; scCO2 is completely non-toxic and solvent residues
are simply not an issue [35].

To conclude, the use of SCF solvents for the preparation of advanced materials
is a vibrant field, and a number of future opportunities exist in terms of both
academic and commercial research.
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Leon P.B. M. Janssen and Sameer P. Nalawade

12.1
Introduction

The previous chapters emphasize that supercritical CO2 can play an important
role as solvent in both the synthesis and the processing of polymers. In various
applications supercritical CO2 has been adopted as a solvent for low-molecular-
weight materials, which have a reasonable solubility in supercritical CO2.
Although very few polymers are significantly soluble in supercritical CO2, the
solubility of CO2 in polymers can be substantial. This sorption of CO2 in poly-
mers has an important industrial potential. The dissolved CO2 in a polymer acts
as a plasticizer, thereby reducing the viscosity of the polymer. Two mechanisms
that are mainly responsible for the reduction of the viscosity of molten poly-
mers can be distinguished. The first is a decrease of the number of chain en-
tanglements, while the second involves the creation of additional free volume,
which increases the chain mobility. The reduction in the viscosity is mostly
caused by the second mechanism [1]. Because of the viscosity reduction by plas-
ticization, supercritical CO2 has replaced volatile organic compounds (VOCs)
and chlorofluorocarbons in various polymer synthesis and processing applica-
tions. Moreover, CO2 technology allows the development of several new applica-
tions

Although supercritical CO2 can induce a considerable viscosity decrease in poly-
mer systems, an impeller is still a poor choice to ensure good mass and heat trans-
fer in these systems. In general, an extruder is a much more suitable apparatus for
handling materials with intermediate or high viscosities. For that reason, extru-
ders have become inevitable items of apparatus for continuous operations in poly-
mer processing and synthesis. They are used in a wide variety of applications such
as polymer blending, foaming, and polymerization. In these applications, poly-
mers or monomers are treated in a molten state. In the literature, various types
of extruders and extrusion techniques are described [2, 3].
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In this chapter we mainly discuss some practical aspects of extrusion as well
as the application of supercritical CO2-assisted extrusion processes in particular.
In supercritical CO2-based extrusion processes, a modified conventional extru-
der can be used, and CO2 gas is fed continuously into the molten polymer
stream. Both single-screw and twin-screw extruders can be applied. The amount
of CO2 added varies between different polymers and is strongly dependent on
the solubility of CO2 in the polymer. The sorption of CO2 in a polymer cannot
be described as a classical physical phenomenon like the sorption of gas in a
porous adsorbent, as it also depends on interactions between the molecules.
Using Fourier transmission infrared (FT-IR) spectroscopy, these intermolecular
interactions between CO2 and polymers have been demonstrated [4–7]. The in-
termolecular interactions are very weak compared to the strong organic interac-
tions (bonds). Nevertheless, these interactions are sufficient to provide guidance
in the selection of polymer systems suitable for CO2-assisted extrusion. The
solubility of CO2 in polymers containing perfluoro ether, siloxane, or acrylate
groups is higher because of interactions between CO2 and these groups. Poly-
(methyl methacrylate) (PMMA) and polydimethylsiloxane (PDMS) are good ex-
amples of materials where the interactions occur because of the Lewis acidity of
CO2.

Supercritical CO2-assisted extrusion applications mainly involve polymer
blending, microcellular foaming, particle production, and reactive extrusion. Of
course, supercritical CO2 can also be used as an interfacial agent, foaming
agent, or plasticizer in other applications.

12.2
Practical Background on Extrusion

Although a variety of different types of extruders exists, a main division can be
made between single-screw and twin-screw extruders. The most important dif-
ference between those two types of machines is the transport mechanism. A
single-screw extruder consists of one screw rotating in a closely fitting barrel,
the transport mechanism being based on friction between the polymer and the
walls of the channel. If the polymer slips at the barrel wall, it is easy to envisage
that the material will rotate with the screw without being pushed forward. This
makes these types of machines strongly dependent on the frictional forces at
the wall and the properties of the material processed. Twin-screw extruders con-
sist of two screws placed in an 8-shaped barrel. In the case of an intermeshing
extruder, the flights of one screw extend into the channel of the other screw. Be-
cause of this, the polymer cannot rotate with the screw, irrespective of the rheo-
logical characteristics of the material. This is the most important advantage of
intermeshing twin-screw extruders: the transport action depends on the charac-
teristics of the material to a much lesser degree than is the case for a single-
screw extruder. In twin-screw extruders the screws can intermesh or they can
be tangential to each other. In the intermeshing configuration the screws can
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rotate in the same direction (co-rotating) or in opposite direction (counter-rotat-
ing). Although the designs of the different extruders can vary to a great extent,
it can generally be stated that co-rotating extruders induce a larger shear on the
polymer than counter-rotating machines and therefore provide better distribu-
tive mixing but also a higher viscous dissipation. Counter-rotating extruders, on
the other hand, in general provide better sealing between the screw elements,
which is better for preventing the escape of the supercritical component.

If a twin-screw extruder is stopped and opened, several zones can be distin-
guished clearly (Fig. 12.1). The channel near the feed hopper is more or less
filled with solids. This material melts, and a zone with an only partly filled
channel can be seen. At the end of the screw, where pressure has to be built
up, the channel is completely filled with polymer. This can conveniently be used
for supercritical processing. Screw elements that consume pressure are always
preceded by a fully filled zone, which seals off the channel and prevents the
supercritical material from leaking back.

12.3
Supercritical CO2-Assisted Extrusion

Extrusion processes are generally carried out at elevated temperatures and pres-
sures in order to process highly viscous polymers in a molten state. Elevated tem-
peratures are not favored in a CO2 dissolution process because the amount of CO2

that dissolves into a polymer decreases with the temperature. On the other hand,
this amount increases with pressure. However, a high pressure in an extruder
causes various back leakage flows along the length of the screws, the amount of
back leakage also being dependent on the viscosity of polymer. Since dissolved
CO2 strongly reduces the viscosity of polymer, extrusion with supercritical CO2

can lead to large back leakages, resulting in long fully filled lengths and possible
overfilling of the extruder compared to traditional extrusion processes.
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Fig. 12.1 Different zones in a twin-screw extruder: (A) fully filled zone
(pump zone), (B) partially filled zone, (C) melting zone, (D) feed zone.



A second effect associated with the decrease of viscosity is the sealing ability.
If the supercritical CO2 is added along the extruder, a fully filled zone has to be
created between the hopper where the polymer is admitted and the part of the
screw where the CO2 is added. Prevention of leakage of the low-viscosity poly-
mer/CO2 mixture in a backward direction (towards the hopper) is a major chal-
lenge presented by the high-pressure extrusion process. Therefore, the extruder
requires some modifications in its screw configuration to avoid leakage of CO2.
Understanding the pressure profile in an extruder is very important in this re-
spect. An example of a screw profile with associated pressure profile when CO2

is added into a twin-screw extruder is suggested in Fig. 12.2.
A melt seal is created prior to the CO2 injection point. In this seal, a high

pressure is built up which must be higher than the pressure in the CO2 addi-
tion zone and therefore higher than the critical pressure of the supercritical
substance. This seal has to be reliable and stable in order to prevent contact be-
tween CO2 and the polymer melt prior to the melt seal. Back leakages into the
seal have to be avoided at any cost, because the resulting decrease in viscosity
will increase the back leakage and can lead to unstable operation and a blow-
out of CO2 through the filling hopper.

The general schematic diagram of a supercritical CO2-assisted extrusion set-
up is shown in Fig. 12.3 for a single-screw extruder.

After the zone where the polymer is molten the channel depth decreases. As
a result, pressure is built up, and the channel is fully filled with melt. The
screw part with the shallow channel provides the seal and should always be
fully filled. After the addition of the CO2 the screw geometry should be de-
signed for a larger (volumetric) throughput. Therefore the channel depth is in-
creased just after the melt seal. The extent of increase is also related to the
amount of CO2 that has to be added; if large amounts have to be accommo-
dated a substantial increase is needed.

Although the principle of addition is the same for single-screw and twin-
screw extruders the construction is different, mainly because in an intermesh-
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ing twin-screw extruder the channel depth is fixed and cannot be varied. In
twin-screw extruders the seal can be provided by mixing elements or other types
of restrictions in the screw profile. A good solution is the application of reversed
pitch elements, which provide a very strong sealing action. An important con-
sideration for every sealing is the existence of a fully filled zone prior to the re-
striction, where sufficient pressure is built up. This requires the use of screw
elements with a narrow pitch that very closely intermesh. In this way the
amount of leakage gaps increases per unit length and the resistance per gap in-
creases too. Very small spacing between the flights and the barrel wall of an ex-
truder also help to create the high pressure build-up. After the seal, flights with
a higher pitch are used to accommodate the increase in volumetric flow. CO2 is
injected into a lower-pressure region created after the melt seal.

A syringe pump is used to inject the metered amount of CO2 by carefully
controlling the pressure and the volumetric flow rate. In order to process a mol-
ten polymer with supercritical CO2, a sufficiently high pressure has to be main-
tained in the mixing zone. This high pressure is generated by the resistance
provided by a small diameter nozzle, and is also dependent on the flow rate of
the polymer melt and the viscosity of the CO2-laden polymer. If the residence
time of the polymer in the extruder is low, additional mixing can be obtained
by a static mixer at the end of the screws. This static mixer improves the homo-
genization without increasing the distribution in residence times. Because the
static mixer needs a certain pressure drop, care has to be taken that the pres-
sure does not drop below the critical pressure before the end of the mixer.
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Fig. 12.3 Set-up of a supercritical CO2-assisted extruder process with a
single-screw extruder.



12.4
Mixing and Homogenization

12.4.1
Dissolution of Gas into Polymer Melt

The amount of CO2 absorbed in a molten polymer is one of the important fac-
tors that determine the morphology of the final product. This can be in the
form of microcellular foams, polymer blends, or sub-micron polymer particles.
Especially for foaming, the amount of CO2 added should be less than the maxi-
mum amount of CO2 that can be absorbed at the prevailing processing condi-
tions. An excess of CO2 causes pressure drops under supercritical conditions
that lead to heterogeneous nucleation upon depressurization, leading to undesir-
able macro-void formations and the disappearance of micro-voids because of dif-
fusion of CO2 to the larger voids during expansion. This can be detrimental to
the cell structure in microcellular foaming.

Fig. 12.4 is a representation of the classical dispersive mixing theory [8] that
is also assumed to be valid for the initial mixing of a supercritical substance
into a polymer [9]. This theory has been applied to the study of mixing of a
polystyrene melt with a CO2 solution in an extruder. In the solution, CO2 is
present as a dispersed minor component, while polymer is the continuous ma-
jor component. In the gas-polymer melt solution, the minor component is dis-
persed into the major component in the form of bubbles. Because of the shear
actions present in an extruder, the large-diameter bubbles are first stretched and
then broken into smaller bubbles. The break-up of a large droplet into smaller
droplets is a well-known phenomenon in emulsification studies and it can be
described by the Weber number. The same theory is applicable to gas bubbles
present in a polymer melt. The disintegration of a larger bubble into smaller
bubbles takes place when a critical value of the Weber number is achieved de-
pending on the viscosity ratio (dispersed to continuous) of two phases. Because
of the high shear action in extrusion, stretching of the small bubbles occurs
and eventually leads to dissolution of the gas by diffusion. In the breaking up
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phase solution.



process, the ratio between surface force and viscous force plays an important
role. The surface force prevents the break-up while the shear force is responsi-
ble for the break-up of a droplet. Both forces are taken into consideration in the
Weber number (We):

We � ��db�pf ��g� �p�
2�

�1�

f ��g� �p� �
19��g��p� � 16

16��g��p� � 16
�2�

Where, �g� �g� ��� �, and db are the dynamic viscosity of gas, the dynamic viscosi-
ty of polymer, the shear rate, the interfacial tension, and the diameter of the
bubble, respectively. The above equations are used to determine the disinte-
grated bubble diameter for the given shear rate and viscosity ratio. When a bub-
ble is stretched by shear forces, the thickness of the bubble is reduced. This en-
hances the mass transfer between the bubble and the polymer melt. The stria-
tion thickness is defined as the average distance between similar interfaces of a
component in the mixture. The striation thickness as a function of stretching
ratio (S) is expressed as

S � db

�g�
�3�

� � dmax

db
�4�

Where �g and � are the volume fraction of the minor component and the
bubble stretching ratio. The bubble stretching ratio is defined as the maximum
length of the elongated bubble under shear action, dmax, to the bubble diameter.
The simple shear experiment can be carried out using a rotating disc and a sta-
tionary container to determine the bubble stretching ratio. Higher bubble
stretching ratios are reported for the higher viscosity fluids at the same shear
rates [9]. Different striation thicknesses can be expected in the various regions
in an extruder depending on the different shear rates, a smaller striation thick-
ness favoring a faster dissolution.

12.4.2
Diffusion into the Polymer Melt

The diffusivity (D) of gas or a supercritical component is generally lower in a
polymer than in low-molecular-weight materials, and it increases with tempera-
ture. Good dissolution of the component in the polymer is enhanced by small
striation thicknesses and by long residence times of the gas-loaded polymer
melt in an extruder. Therefore, an estimation of the time required to completely
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dissolve the added component into a molten polymer to achieve a single-phase
solution is necessary.

The required diffusion time (tD) for the dissolution of gas into a molten poly-
mer can be approximated from the striation thickness and the diffusivity of the
gas, using the Fourier criterion, expressed as

Fom � 1 or tD � S2

D
�5�

Park and Suh [9] have estimated the time required for the dissolution of CO2

in a polystyrene melt using above expressions.
To ensure complete dissolution, the residence time of a mixture and the mix-

ing can be enhanced using a static mixer at the exit of an extruder, as shown in
Fig. 12.3. A static mixer consists of an array of stationary mixing elements
placed in a pipe with a diameter approximately the same as that of the ele-
ments. The mixing is provided by division and rearrangement of fluid elements.
Since the mixing elements do not move, the shear stresses in a static mixer are
much lower than those in an extruder, and, although some dispersive mixing
still occurs, the main reason for using a static mixer after the extruder is the in-
crease in residence time.

12.5
Applications

12.5.1
Polymer Blending

The blending of polymers offers the opportunity to create materials with modi-
fied properties such as impact strength or rigidity without the necessity to
synthesize a new polymer. However, because of entropic constraints, most poly-
mer combinations are immiscible. A polymer blend can be produced by a non-
reactive or reactive route.

In non-reactive blending, a two- (or multi-)phase mixture is formed when the
immiscible polymers are physically mixed with each other. The minor phase,
rich in B, is dispersed as droplets into a major phase rich in A. Apart from low
interfacial tension, high shear rates and similar viscosities of both polymers are
important for the size of the dipersed phase and therefore for the product quali-
ty. The reactive route follows the synthesis of a minor component via polymer-
ization into a major component that acts as a host polymer. An alternative route
for reactive blending is in situ formation of block co-polymers during the mixing
process to decrease the interfacial tension. An extruder is the most commonly
applied apparatus for the continuous production of polymer blends.

Until now, the use of supercritical CO2 in blending has been restricted to the
non-reactive process. In this process the main parameters that decide the mor-
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phology of the final blend are the concentration of the components and the dis-
solved CO2, the viscosity of the polymers, and the interfacial tension between
the polymers. Supercritical CO2 acts as a solvent and influences the viscosity
and the interfacial tension. The immiscibility of polymers is mainly due to a large
interfacial tension present between the components. A compatibilizer is often
used to decrease the interfacial tension and to enhance the favorable interactions
between the polymers. Most compatibilizers are co-polymers that interact with the
polymers used to produce a blend. In supercritical CO2-assisted polymer blending,
supercritical CO2 plays the role of compatibilizer. The absence of surface tension
in supercritical CO2 helps to reduce the interfacial tension between the polymers.
A second factor that is important for the final morphology – and therefore the
product quality – of the blend is the viscosity ratio. The main theories about this
influence can be summarized as: “The major component should have the highest
viscosity and the viscosity difference should be as small as possible”. To reduce the
viscosity ratio, a particular amount of CO2 can be dissolved in a high-viscosity ma-
terial such that its viscosity is reduced to the viscosity of a low-viscosity material.
The reduction in the viscosity of polymer due to the dissolved supercritical CO2

can be explained in terms of enhancement in the free volume between the poly-
mer molecules. The reduction in viscosity is different for different polymers under
similar processing conditions (temperature, pressure, and shear rate), which al-
lows the adjustment of the viscosity ratios. In addition, the inert nature (no chem-
ical attack) is also an important factor, particularly for the selection of supercritical
CO2 as a solvent in this application.

Different polymer blends like PE (polyethylene)/PS (polystyrene) [10–11] and
PMMA (polymethylmethacrylate)/PS [12–13] have been produced using super-
critical CO2-assisted extrusion. Fully intermeshing twin-screw extruders have
been used in these studies. A decreased shear thinning behavior on dissolution
of supercritical CO2 into blends was observed. The obtained reduction in viscos-
ity ratio resulted in a finer dispersion of the minor phase, which is desirable to
create a good polymer blend. The effect of supercritical CO2 on the dispersion
of the minor phase for a PMMA/PS blend can be seen clearly in Fig. 12.5.

In these experiments [13], the viscosity of the discontinuous phase (PMMA) was
higher than that of the continuous phase (PS). In the presence of CO2, a fine dis-
persion of PMMA was observed. The size of the minor phase was 0.48 �m with
supercritical CO2 and 1.5 �m without CO2. Also for different weight ratios of
PMMA and PS (25/75, 50/50) the dispersion was better in the presence of CO2,
and finer dispersions of the PMMA phase were obtained. A completely different
picture was observed in case of a 75/25 ratio blend. For this blend, PMMA is
the major component while PS is a minor component, and the dispersion of PS
into PMMA was not possible in the presence of supercritical CO2. This result
can be explained in terms of the viscosity of the major component being respon-
sible for the stress transfer to the minor component. The reduction in viscosity of
PMMA is higher because of the higher solubility of CO2 in PMMA. The resulting
low-viscosity major component results into a low stress transfer, and therefore it is
not possible to disperse the minor phase into fine droplets.
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Polymer blends can also be prepared using the phase inversion mechanism.
Phase inversion is the transition of a dispersed phase into a continuous phase
and vice versa. In blending with phase inversion, the minor component with a
low melting temperature melts first. The low-melting component then sur-
rounds the high melting component, the major component. Finally, when this
major component starts melting it surrounds the minor component to form a
continuous phase. The phase inversion depends on the volume ratio of the two
polymers, the interfacial tension, and the viscosity ratio. As discussed earlier,
supercritical CO2 allows tuning of the interfacial tension and the viscosity ratio.
In a twin-screw extruder, the compounding of both PMMA and PS with a rub-
ber impact modifier (SP 2207) at a temperature of 473 K was successfully per-
formed when only 2 wt% CO2 was added [14]. A finely dispersed rubber phase
was obtained for the two blends. In this study, the effect of CO2 addition is
measured in terms of the extruder length. The length of the extruder required
for the phase inversion is much shorter in the presence of CO2 than in its ab-
sence. The reduction in the glass transition temperature of the high-melting
polymers due to dissolved CO2 was responsible for the short length of the fully
filled zone, and therefore the rest of the extruder length could be used effec-
tively for reduction of the size of the dispersed phase. De-mixing of two phases
after the CO2 has been vented has been observed by Elkovitch et al. [12] for
PMMA/PS blends. This undesirable situation can be overcome by using addi-
tives such as carbon black, calcium carbonate, and nano clay particles. Their
use in a small amount (3 wt%) during blending prevents de-mixing after the
CO2 has been removed because the additives stabilize the interface between the
phases.

The use of supercritical CO2 can be beneficial in reactive blending also. Here,
where a monomer polymerizes in a host polymer, supercritical CO2 improves
the infusion of reagents (monomer and initiator) into the host polymer, after
which a polymerization reaction of the monomer is carried out. For this process
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Fig. 12.5 TEM Micrographs of PMMA/PS (25/75) blend: (a) without
CO2, and (b) with supercritical CO2 [13] (reproduced with permission,
Copyright 2000, Society of Plastic Engineers).



it is necessary for the selected monomers and initiator to be soluble in supercri-
tical CO2. The dissolved CO2 in the host polymer increases its free volume,
causing it to swell, and, because of the resulting increase in intermolecular
space, the diffusion of reagents in the polymer is enhanced. In this way, a high-
molecular-weight polymer can be synthesized inside a host polymer. Pressure,
temperature, swelling time, and monomer concentration are the important pro-
cessing parameters for controlling the total mass uptake. The polymerization oc-
curs both inside and outside the host polymer. However, the amount of polymer
synthesized inside the host polymer is always much larger than the amount
synthesized outside. The polymerization of styrene using supercritical CO2 with-
in the various host polymers has been carried out to produce different polysty-
rene blends [15–17]. A high mass uptake and a better distribution of the minor
component over the major component are possible when using a reactive route.

It is expected that many novel and useful polymer blends will be obtained
using supercritical CO2 by applying both the reactive as well as the non-reactive
route, and an extruder may well be a good choice of equipment for reactive
blending in the continuous production of various polymer blends.

12.5.2
Microcellular Foaming

Continuous production of microcellular-foam plastic using supercritical CO2-as-
sisted extrusion is another emerging application. These materials are generally
characterized by cell sizes less than 10 microns and have a large potential due
to their unusual properties, such as a substantial reduction in weight, a high im-
pact strength and toughness, and good resistance to fatigue. They are already used
in various applications such as separation media, adsorbents, controlled release
devices and catalyst supports [18–19]. Blowing agents that traditionally are applied
in foaming processes include chlorofluorocarbons (CFC), hydrochlorofluorocar-
bons (HCFC), and volatile organic compounds (VOCs). Because of environmental
regulations, plastic industries are now focusing on new blowing techniques to re-
placeme traditional blowing agents. The use of supercritical CO2 leads to a clean
and safe environment without severe emission constraints. A narrow cell size dis-
tribution, easy solvent recovery, good plasticizing ability, and high diffusivity are
additional advantages of using supercritical CO2 as a blowing agent.

The usual procedure to produce a foam plastic is to use a rapid pressure re-
duction or rapid heating to induce a liquid-to-gas transition. For microcellular
foaming, supercritical CO2 (or another supercritical component) is dissolved
into the polymer at a certain pressure and temperature. Upon pressure release,
the CO2 transforms from the supercritical to the gas phase. This results in
supersaturation, which gives the thermodynamic instability needed for nuclea-
tion. Both batch and continuous reactors can be used for the production of mi-
crocellular foam. The foaming temperature, the saturation pressure, and the de-
pressurization rate (pressure drop per unit time) mainly determine the number
of the cells, the cell size, and the cell size distribution in a product.
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For many applications where complete saturation has not yet been reached,
increasing the saturation time increases the amount of CO2 dissolved in a poly-
mer. The higher supersaturation that is achieved with longer saturation times
will result in cells of smaller size. Semi-crystalline PMMA (a mixture of isotactic
and syndiotactic PMMA) foams were produced by Mizumoto et al. [20] in batch
experiments. The microcellular nucleation was caused by the supersaturation
created by the depressurization of CO2 in an isothermal condition.

The major drawback of a batch process is the amount of time that it requires.
Low diffusivity of gas in a polymer in the absence of intense mixing is the main
reason. This drawback can be overcome with a continuous microcellular foam-
ing process using an extruder as the processing apparatus. An extruder provides
intense mixing between the polymer melt and the CO2, facilitating the forma-
tion of a single-phase solution. The formation of a good single-phase solution
between the polymer and the supercritical CO2 is very important in order to
avoid the presence of excess voids together with the nucleated cells in the final
product. In a two-phase solution, during nucleation the gas not only nucleates
to form micro-cells but also diffuses to the already existing gas bubbles. The dif-
fusion of nucleated gas to the already existing gas bubbles creates excess voids
that may damage the structure of the microcellular foam, resulting in a product
of lower strength.

An extruder is a suitable apparatus for handling high-viscosity polymer melts
continuously. Mixing of a polymer melt and supercritical CO2 takes place in an
extruder because of the shear action and the convection mechanism. During
this process, a single-phase solution forms, and the time needed is minimized
because the shear actions in an extruder decreases the striation thickness and
the diffusion distances.

The arrangement for producing microcellular foam consists of an extruder
with a CO2 injection system, a static mixer, and a nozzle. Mixing takes place in
the extruder and continues in the static mixer. The nucleation of cells occurs in
the nozzle attached to the exit of the static mixer. The following steps are in-
volved in the continuous microcellular foaming process. A metered amount of
CO2 is continuously injected into the stream of polymer, which is plasticized
prior to the injection point. At this point in the extruder a two-phase mixture is
formed. The injected amount of CO2 is always kept far below the solubility of
CO2 in a polymer under the processing conditions to ensure that a single-phase
solution can be formed and that the CO2 can dissolve completely into the poly-
mer. The static mixer connected at the exit of the extruder enhances the rate
of formation of single-phase solution and ensures complete mixing. The single-
phase solution is then passed through the nozzle. The rapid depressurization
provides the thermodynamic instability responsible for the nucleation of cells.
Eventually, the nucleated cells (CO2 bubbles) grow as micro-cells when the dis-
solved CO2 diffuses to the nucleation sites.. The nucleation of cells in a polymer
melt can be expressed by the classical homogeneous nucleation theory [21].
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Nhom � Cn exp
��Ghom

kT

� �
�6�

�Ghom � 16��3

3�P2
�7�

Where, Nhom� C� n� �Ghom� k� T � �, and �P are the rate of homogeneous nu-
cleation, the concentration of nucleation sites, the frequency factor for micro-
cell nucleation, the change in Gibbs free energy of micro-cell nucleation, Boltz-
mann’s constant, the temperature, the interfacial tension, and the pressure drop
in the nozzle, respectively.

The residence time in the extruder and static mixer, the solubility of the
supercritical component, and the supersaturation rate are the parameters that
are responsible for the final structure of the microcellular foam. Single-phase
solution formation depends on the residence time in the extruder and the static
mixer and on the mixing prior to supersaturation. The residence time of a mix-
ture should be higher than the diffusion time as calculated from the striation
thicknesses to ensure homogeneous single-phase formation. The screw speed
determines the flow rate of the solution, which in turn decides the residence
time. A lower screw speed provides longer residence times for the dissolution
of CO2, but it also decreases the shear rate and increases the striation thickness.
The time required to form a single-phase solution can be estimated from a con-
vective diffusion theory. Pak and Suh [9] predicted that for a typical polymer vis-
cosity of 200 Pa-s, single-phase solution formation is generally much faster than
the industrial processing times. Effects of the other parameters on the microcel-
lular foam production are explained below with some examples.

A continuous extrusion process for the production of various microcellular
polymers such as high-impact PS, polypropylene (PP) and acrylonitrile buta-
diene styrene (ABS) using supercritical CO2 as a blowing agent has been re-
ported in detail by Baldwin et al. [22] and Park et al. [21, 23–24]. Attention has
also been given to the process parameters such as the effect of pressure drop
rate and the single-phase solution formation time. Park et al. [21] experimentally
determined how a pressure drop rate affects the nucleation in a nozzle. Under
identical processing conditions, including the pressure drop, different nozzle
geometries were used to vary the depressurization rate. It was found that the
cell density was increased by an increase in the pressure drop rate (Fig. 12.6).

A higher depressurization rate results in a higher supersaturation within a
short period. Because of the instantaneous thermodynamic instability, the num-
ber of nuclei created is very large, and eventually the cell density is increased. A
comprehensive theoretical explanation for the difference in nucleation at differ-
ent pressure drop rates can be based on the competition between the micro-cell
nucleation and the growth of cells [21].

Microcellular foams of PE/PS blends [10] and of poly(vinylidene fluoride)
(PVDF) and its blends with PS and PMMA [25–26] can also be produced using
an extruder. An increase in cell density and a decrease in cell size with increas-
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ing pressure and decreasing temperature have been reported for the process
conditions used. This was mainly the effect of increased supersaturation due to
a high concentration of dissolved CO2 at higher pressures and lower tempera-
tures. Recently, PS/nano clay composite foams were prepared using the extru-
sion foaming process with supercritical CO2 [27]. Similar results were obtained
in terms of pressure drop rate on cell nucleation to those described above [21].

12.5.3
Particle Production

Supercritical CO2 has also emerged as a solvent in particle formation processes
that can be used in the paint and pharmaceutical industries. Several advantages
of the supercritical process can be considered, like a narrow particle size distri-
bution, easy solvent recovery, and prevention of the emission of VOCs. The par-
ticle production using supercritical technologies utilizes the solubility of super-
critical CO2 in a polymer or vice versa. The mode of operation is either in batch
or continuous. A rapid growth in research into particle production using super-
critical CO2 has been seen during the last decade. Various methods exist that
use supercritical CO2 as a solvent or anti-solvent. Recently, the various methods
of particle production using supercritical CO2 have been broadly reviewed [28].
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Fig. 12.6 SEM pictures of extruded HIPS for different pressure drop
rates: (a) 0.076 Gpa s–1, (b) 0.42 Gpa s–1, (c) 3.5 Gpa s–1 [21].
(Reproduced with permission, Copyright 1995, Society of Plastic
Engineers).



These include rapid expansion of supercritical solutions (RESS), gas anti-solvent
crystallization (GAS), supercritical anti-solvent precipitation (SAS), precipitation
by compressed anti-solvent (PCA), solution-enhanced dispersion by supercritical
fluids (SEDS), and particles from gas-saturated solutions (PGSS). Among all
these processes the RESS and the PGSS process do not require any additional
solvents. In the RESS process, a polymer is dissolved in supercritical CO2, and
the solution is then expanded via a nozzle. The RESS process is applicable to
very few polymers because of the low solubility of most polymers in supercriti-
cal CO2. The PGSS process is based on the solubility of supercritical CO2 in var-
ious polymers and is much more widely applicable, as this solubility is very
high in many polymers. The PGSS process can be carried out in a batch or con-
tinuous way. The PGSS process is mainly applicable to highly viscous, waxy
polymers with a low glass transition temperature.

In the batch PGSS process, a polymer melt is saturated with a gas and then
expanded though a small-diameter nozzle. The dissolved gas reduces the viscos-
ity of molten polymer and enhances the atomization. The concentration of the
dissolved supercritical CO2 depends on the processing pressure and tempera-
ture, the residence time, and the amount of gas, which is generally higher than
in microcellular foaming. During the expansion of the solution via a nozzle,
very high supersaturation occurs and fine particles are formed. These particles
are instantaneously solidified because of the cooling effect of the expanding gas.
Moreover, the gas can easily be separated and recycled. The batch PGSS process
has been patented by Weidner et al. [29]. However, because a batch process with
highly viscous materials is not efficient in terms of mixing, the cycle times are
very long. Therefore, an extruder again becomes a very good choice to handle a
high-viscosity polymer melt in a continuous supercritical process. The continu-
ous production of powder from highly viscous polymers using the PGSS pro-
cess is still in its infancy. An extruder and a static mixer can be used to saturate
the molten polymer with the gas. The continuous production of powder coat-
ings from polyester resin using supercritical CO2 in a twin-screw extruder and a
static mixer has been patented [30], the patent claiming that the presence of
CO2 allows the processing temperature to be 80 �C lower than it would have
been in its absence. This illustrates that if very good mixing of CO2 and poly-
mer can be achieved in an extruder, a low-viscosity polymer solution can be ob-
tained.

12.5.4
Reactive Extrusion

High viscosities and low diffusion rates in polymers make polymerization or
modification reactions significantly different from the reactions of smaller mole-
cules. When a batch reactor is used for bulk polymerizations, mixing and heat
transfer are only efficient during the initial reaction period. When the conver-
sion increases the viscosity also increases following increase in the molecular
weight of polymer during the polymerization reactions. The addition of solvents
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to a reaction mixture can overcome the problem associated with the viscosity
enhancement during the reaction. The solvent reduces the viscosity of the reac-
tion mixture and enhances heat and mass transfer. But the inevitable separation
step at the end of the reaction is less economical.

An extruder can be used as a reactor for polymerizations. Its ability to handle
high-viscosity materials, its good mixing ability, the continuous operation, and
the easy volatilization of unreacted reactants are some of the advantages. The re-
actions performed in extruders include chain-growth polymerization, copolymer-
ization, step-growth polymerization, modification reaction, grafting, and reactive
blending [31]. Though an extruder can handle a high-viscosity material, a re-
duced viscosity can be advantageous because of lower energy consumption asso-
ciated with lower heat dissipation and better mixing and diffusion.

The reduction in the viscosity of polymer melt due to dissolved CO2 has led
to its use as a solvent in reactive extrusion. Despite the high solubility of super-
critical CO2 in many polymers, only a few reactive extrusion studies (grafting
and blending) using supercritical CO2 as a solvent are to be found in the litera-
ture. Free-radical grafting of maleic anhydride (MAH) on polypropylene (PP)
was observed to be improved in the presence of supercritical CO2 by Dorscht
and Tzoganakis [32]. The reactive blending of PE (polyethylene) functionalized
with maleic anhydride (MAH) and polyamide-6 (PA-6) is another reaction in ex-
truders where the use of CO2 was beneficial, an increase in the conversion with
increasing CO2 concentration having been found [33]. These improved results
are related to an increase in the free volume due to dissolved CO2, which in
turn improves the segmental chain mobility. The ultimate effect is a reduction
in the viscosity of polymer melt. Therefore, the probability of contact between
the reactive functional groups is also increased because of the lower diffusion
resistance, enhancing the reaction rate and increasing the conversion.

12.6
Concluding Remarks

The high solubility of supercritical CO2 in many polymers has led to its adop-
tion as a solvent in the various applications for the processing and synthesis of
polymers. For industrial scale applications the extruder plays an important role
as a reactor or mixer in continuous production and in promoting better mixing
of high-viscosity materials. Moreover, because of the high temperatures and
pressures used in extruders, CO2 is generally already in its supercritical state
when it is inside an extruder. Before using an extruder for supercritical CO2-
assisted applications, it is necessary to understand the pressure profile in the
extruder. This mainly depends on the screw configuration. The dissolved CO2

causes a viscosity reduction of the polymer and allows extrusion at lower tem-
peratures. Especially for degradation-sensitive specialty polymers, the addition
of supercritical CO2 is a simple way of obtaining an acceptable product. If mix-
ing or residence times are not sufficient to obtain a single-phase mixture within
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the length of the extruder screws, the addition of a static mixer at the end of
the extruder is a good way of improving the process. De-mixing of polymers in
a blend after the CO2 is released and the prevention of the formation of a two-
phase solution prior to the supersaturation are the major concerns in reactive
blending and in microcellular foaming, respectively. Despite the various applica-
tions of supercritical CO2-assisted extrusion, not enough attention has been giv-
en to the different extruder types and screw configurations. Different results
can be expected in terms of the product quality because of the different shear
mixing regimes and residence times, depending on the extruder type and the
screw configuration used. Among the applications discussed here, particle pro-
duction and reactive extrusion are still in the early stages of the development.

Notation

We Weber number [–]
�� Shear rate [s–1]
�g Dynamic viscosity of gas [Pa s]
�p Dynamic viscosity of polymer [Pa s]
� Interfacial tension [N m–1]
db Diameter of bubble [m]
S Stretching ratio [–]
�g Volume fraction of gas [–]
� Bubble stretching ratio [–]
tD Diffusion time [s]
D Diffusivity of gas [m2 s–1]
Nhom Rate of homogeneous nucleation [m–3 s–1]
C Concentration of nucleation sites [m–3]
n Frequency factor for micro-cell nucleation [s–1]
�Ghom Change in Gibbs free energy [J]
k Boltzmann’s constant [J K–1]
T Temperature [K]
�P Pressure drop in nozzle [Pa]
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Jesse M. de Gooijer and Cor E. Koning

13.1
Introduction

The use of supercritical fluids (SCFs) has recently received much attention in
polymer science and technology. In Fig. 13.1 the potential interactions between
polymers and supercritical fluids as well as possible applications, are outlined.
Although CO2 is a poor solvent for most polymers, it does have the capability
to swell polymers up to several mass percentages, especially polymers with a
non-polar character, since these have a better affinity with the non-polar CO2.
Besides bringing about swelling, scCO2 can act as a plasticizer for a variety of
polymers and thereby decrease the glass transition temperature (Tg) of the poly-
mers [2, 3]. Thanks to the plasticizing effect of scCO2 the mobility of the amor-
phous polymer segments will be increased. The swelling and plasticizing effects
enable small molecules which are dissolved in the CO2 to diffuse into the poly-
mer. In this way, polymers can be modified not only on the surface of, for ex-
ample, polymer sheets or polymer granules, but also closer to the core.

The extent of swelling and sorption depends on the type of polymer. Several
scientists investigated the swelling and sorption of a variety of polymers [4].
FTIR spectroscopy is a frequently used technique to study the impregnation of
SCFs and species dissolved therein [5, 6]. The small molecules which are dis-
solved in the CO2 and impregnated into the polymer can, for example, be
monomers of a different class, which can be polymerized in an additional step.
In this way polymer blends can be obtained. The small molecules could also be
a dye or a chemical reagent which could chemically modify polymers without
melting the polymer first. Besides the impregnation of small molecules, the ex-
traction of low-molecular-weight materials such as monomers, oligomers, plasti-
cizers, and stabilizers has also been studied [7–9].

Comparing crystalline and amorphous polymers, the swelling of amorphous
polymers, and therewith the diffusion of small molecules into the polymer, is
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much more pronounced than for crystalline polymers. Furthermore it is known
that scCO2 can induce, improve, and enhance the crystallization of several poly-
mers, resulting in an increased melting temperature (Tm) and an increased
melting enthalpy (�Hm), subsequently leading to a change in mechanical prop-
erties [1, 5, 10–14].

SCFs are considered to be of great interest in a variety of areas (see also
Fig. 13.1), such as extraction [8, 15–19], chromatography [20–23], polymerization
[24–36], polymer modification [37–42], impregnation [43–47], reactions [48–50]
and catalysis [48, 51–55].

In the earlier days, SCFs were mainly used in extraction and chromatography
applications. A well-known example of supercritical fluid extraction (SFE) is the
extraction of caffeine from coffee [56]. Supercritical chromatography was fre-
quently used to separate polar compounds [21, 23]. Nowadays, increasing inter-
est is shown in SCFs for possible applications for polymerization, polymer mod-
ification, reactions, and catalysis [57]. Lora et al. [58] gave an overview of the use
of SCFs in polymer processing. DeSimone et al. and Beckman et al. are among
the pioneers using supercritical fluids as a polymerization medium [24, 27–35].
DeSimone, for example, described the synthesis of polyamides and poly(bisphe-
nol A carbonate) in scCO2 [24, 25]. Super and Beckman generated copolymers
of CO2 and cyclohexene oxide where CO2 is both reactant and solvent [32].
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Fig. 13.1 Diagram of the interaction of SCFs with polymers [1].



Modification of polymers in supercritical fluids is an attractive alternative for
more conventional approaches such as solution modification and melt modifica-
tion. Neither conventional technique is economically or ecologically attractive
because of the hazardous waste in the form of organic solvents, together with
left-over monomer(s) and initiator(s). Furthermore, much energy is required to
remove the solvents at the end of the solution process, or undesired side reac-
tions may occur at elevated temperatures necessary for melt modification. Modi-
fication of polymers in supercritical fluids is therefore an attractive alternative,
since very mild reaction conditions can be applied, and side reactions are ex-
pected to be limited, if not avoided. After modification is completed, the solvent
can be easily released by reducing the pressure, and non-reacted chemicals can
be supercritically extracted with pure supercritical fluid.

Supercritical modification of polymers was studied by several scientists to im-
prove or change the properties of polymers. Polymers can either be chemically
or physically modified. Examples of chemical modifications are the functionali-
zation of polymers (grafting) or a chemical reaction of the functional groups of
polymers to obtain new materials [38, 39]. Examples of physical modifications
are the preparation of polymer blends, impregnation of polymers with additives
[46], or foaming of polymers [59–61]. Another studied topic of polymer modifi-
cation and impregnation is the supercritical dyeing of polymer fibers [40, 41].

The aim of this chapter is to present the scope and limitations of the chemi-
cal modification of (swollen) polymer particles in supercritical and subcritical
CO2. The supercritical modification technique will be critically evaluated as a
promising alternative for the more conventional melt and solution modification
techniques. In this respect, both effectiveness and economical and environmen-
tal issues play a role.

After a short review of the literature on this topic (Section 13.2), the modifica-
tion of the end groups of polyamide 6 (PA-6) granules with a variety of blocking
agents in supercritical or subcritical CO2 is described in more detail (Section
13.3). In Section 13.4, the modification of the carboxylic acid end groups of
poly(butylene terephthalate) (PBT) granules with 1,2-epoxybutane in supercriti-
cal or subcritical CO2 is described.

Finally, the chapter ends with a short section on general conclusions, a tech-
nological assessment, and an outlook (Section 13.5).

13.2
Brief Review of the State of the Art

Few papers on the chemical modification of polymers in supercritical CO2 have
been published so far. In this short review we will mention the work on CO2-as-
sisted blending of polymers only very briefly. In the first place, this technique
does not always imply a chemical modification of the supercritical carbon diox-
ide-swollen host polymer in which the monomer of the second blend compo-
nent is polymerized, but, depending on the chosen polymerization conditions,
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merely a physical mixture of the two polymers may be generated. The second
reason why we limit attention to this technology is that a detailed description of
it is given elsewhere in this book.

The research group of McCarthy studied and described the formation of sev-
eral polymer blends prepared in scCO2. Sheets of polymers like poly(chlorotri-
fluoroethylene) (PCTFE), poly(4-methyl-1-pentene) (P-4-MP), poly(ethylene), ny-
lon 6,6, poly(oxymethylene), and bisphenol-A polycarbonate were soaked with a
homogeneous solution of styrene monomer and a free-radical initiator in scCO2

for 4 h at a temperature below the decomposition temperature of the initiator,
after which the temperature was raised to initiate the styrene polymerization in-
side the polymer host [62]. After polymerization and cooling, significant
amounts of polystyrene proved to be incorporated into all the above-mentioned
polymers. For two host polymers, namely P-4-MP and PCTFE, it was demon-
strated by selective extraction procedures that graft polymerization, or chemical
modification of the host polymer, had not occurred to a significant extent. For
the PCTFE modification it was found that the polystyrene trapped inside the
PCTFE matrix was present as discrete phase-segregated regions throughout the
entire ca. 1500 �m thick film [44]. It was further demonstrated that the polysty-
rene content and its distribution can be controlled by adjusting the styrene con-
centration in the scCO2 and/or the swelling time. By “filling” several scCO2-
swollen fluoropolymers with polystyrene, as described above, and subsequently
sulfonating the styrene-rich surface at ambient temperature and pressure, the
surface polarity of these chemically resistant polymers could be tailored [39]. In
another paper, a controllable maleation procedure was described: by a free-radi-
cal grafting procedure, P-4-MP, swollen with scCO2, was chemically grafted with
maleic anhydride [63].

With the exception of the last example, the work of the McCarthy group can
hardly be described as a chemical modification of a polymer. Muth et al. [64]
applied the “McCarthy blending method” to the polymerization of the vinylic
monomers styrene, methyl methacrylate, and methacrylic acid (MAA) inside
scCO2-swollen poly(vinylchloride), bisphenol-A polycarbonate, and poly(tetra-
fluoro ethylene). In the case of the polymerization of MAA inside PVC, the
PMAA generated inside the PVC host could not be completely extracted, and
chemical grafting of PMAA onto the PVC could not be completely excluded.

In 1993, Yalpani [38] published interesting work on the chemical modification
of polymers in scCO2. Mixtures of chitosan with glucose or malto-oligosacchar-
ides were transformed into the corresponding imine-linked derivatives with
high degrees of conversion. These modifications proved to be more facile and
complete than equivalent reactions in conventional media. Amylose and poly(vi-
nyl alcohol) were phosphorylated in scCO2, yielding the corresponding phos-
phate ester derivatives. Poly(vinyl alcohol), starch, cellulose acetate, and other
biopolymers were easily oxidized in mixtures of scCO2 and oxygen.

The work by Catala’s group is also convincing [65]. These researchers grafted
isocyanato-isopropyl groups onto semi-crystalline poly(ethylene-co-vinyl alcohol)
in scCO2. Only the OH groups present in the amorphous phase were selectively
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modified. It proved to be possible to maintain the crystallinity of the copolymer
while reducing its hydrophilicity. Indications were obtained that the grafting re-
action predominantly occurred in the surface region of the material, which was
ascribed to the poor solubility of the non-polar carbon dioxide in the polar poly-
mer.

We would also like to mention the work by the group of Spadaro and Filardo,
who used scCO2 for the carboxylation (as well as the simultaneous crosslinking)
of linear low-density polyethylene [66, 67] and high-density polyethylene [68] in
the presence of �-rays, and for the successful grafting of maleic anhydride onto
polypropylene in the presence of both �-rays and dicumylperoxide [69, 70].

Recently a series of papers was published in which the end-group modifica-
tion of the step-growth polymers polyamide 6 [71–73] and poly(butylene ter-
ephthalate) [74] in scCO2 was described. In some cases, the carbon dioxide, in
which the end capping agent was dissolved, also contained a polar additive in
order to enhance the sorption of the sc fluid by the relatively polar polymers.
These papers illustrate the scope and limitations of the scCO2 modification
technique in a rather complete and subjective way, which will be discussed in
detail in the rest of this chapter.

13.3
End-group Modification of Polyamide 6 in Supercritical CO2

13.3.1
Background

Polyamides are widely used in a variety of applications. Polyamide 6 (PA-6) is
used, for example, in the packaging industry. During film extrusion of PA-6, it
is of great importance that the film is uniform and free of gel particles. These
gel particles are caused by post-condensation of the polyamide, which results in
highly viscous material. In PA-6 fiber and injection molding grades, chain stop-
pers like benzoic acid are added during polymerization to control the viscosity
and prevent reaction of co-reactive end groups with one another. However, for
film grade PA-6, chain stoppers cannot be used during polymerization, since
the desired high viscosity will not be reached when these are added. After poly-
merization, an end group modification of the polymer is needed to avoid chain
extension and gelation during film extrusion. Both amine and carboxylic acid
end groups can be blocked, but blocking only the amine or only the carboxylic
acid end groups can be sufficient. Usually, an attempt to modify the end groups
of polyamides in the melt results in an incomplete reaction. Furthermore, if
added chemicals at the high melt temperatures are not only reactive toward the
end groups but also toward the amide bonds in the polymer chains, a change
in molecular weight and molecular-weight distribution is observed, which will
result in undesired changes in mechanical properties. Modification of these end
groups in polymer particles swollen by supercritical fluids, especially by scCO2,
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is an attractive alternative, since relatively mild reaction conditions can be ap-
plied and undesired side reactions can be suppressed. In order to enhance the
swelling of relatively polar polyamide particles, and therewith the accessibility of
the end groups, a polar additive can be added to the non-polar scCO2. Based on
extraction experience it is known that 5–10 mol% of a polar additive is usually
sufficient [7, 8, 15, 20]. Since supercritical fluid extraction of low-molecular-
weight materials from polymers is possible, it seems logical that the impregna-
tion of polymer particles with low-molecular-weight (reactive) compounds, using
the sc fluid as a carrier, should also be possible. Berens et al. [46] used supercri-
tical CO2 for the impregnation of additives into a number of glassy polymers,
such as poly(vinyl chloride) (PVC) and polycarbonate (PC). Another interesting
form of polymer modification by impregnation is supercritical dyeing of poly-
mer fibers [40, 41].

Here, the selective blocking of end groups, present in PA-6 granules, applying
supercritical and subcritical CO2, with or without a small amount of a polar ad-
ditive, is discussed. The fluids do not dissolve the polyamide but do have the
possibility to diffuse into the granules and swell the amorphous phase of the
polymer. When the PA-6 granules are swollen by a supercritical fluid, the block-
ing agent, which is dissolved in the fluid, is transported easily into the amor-
phous phase of the granules, where it can react with the end groups. In this
way significant amounts of end groups can be blocked in a relatively short time.
For blocking amine end groups of the polyamide chains, the highly reactive suc-
cinic anhydride is impregnated into the polyamide where it can react with the
amine end groups, with the aim of enhancing the melt stability. Subsequently,
the impregnation of 1,2-epoxybutane (1,2-EB) and two ketene derivatives will be
described, and the results will be compared with the succinic anhydride (SA)-re-
lated results. An important difference between SA and the two other reactive
blocking agents is the fact that SA only blocks the amine end groups, whereas
both other end-cappers can react with both amine and carboxylic acid end
groups. Moreover, the reactivity of the blocking agents is different, which will
turn out to be crucial for optimizing the end-group modification of PA-6.

13.3.1.1 Sorption and Diffusion
It will be obvious that the transportation and diffusion of the blocking agent
into the polymer granules is crucial to determining the extent of the chemical
modification of the end groups of PA-6. Measurement of the sorption of the
transporting medium scCO2, with and without the blocking agent, by the poly-
mer granules as a function of time gives an idea of the sorption kinetics and
the diffusion coefficients, and tells us how much time is required to approach
sorption equilibrium.

The amount of supercritical or subcritical (liquid or gaseous) fluid absorbed
in the PA-6 granules is usually determined gravimetrically, e.g., by using a mag-
netic suspension balance [75]. In contrast to the conventional gravimetric equip-
ment [46], where the balance is in direct contact with the sample, this balance
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is not. In this way, it is possible to weigh samples without direct contact under
a wide range of conditions. Schnitzler et al. [76] discussed the fact that the sorp-
tion of penetrants into glassy polymers depends on the temperature. At tem-
peratures well above the Tg, the polymer chains adjust so quickly to the pres-
ence of the penetrant that they do not cause diffusion anomalies [77]. Thus, it
is appropriate to calculate diffusion coefficients by Fick’s second law of diffusion
in stagnant media.

A mathematical model to describe the diffusion in a cylinder, as presented by
Crank [77], is used in this work to calculate diffusion coefficients. The model is
based on the assumption that the direction of the diffusion is only radial. In
the case of Fickian diffusion the following equation can be applied:
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In this equation, Mt is the mass of absorbed gas or fluid, M�the equilibrium
amount absorbed, D the diffusion coefficient, r the radius of the initially non-
swollen polymer particle, and t the sorption time. For short sorption times, Eq.
(1) can be replaced by Eq. (2) [78].
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For Fickian diffusion, a plot of Mt/M� versus the square root of sorption time
t, according to Eq. (2), should be initially linear. The diffusion coefficient can be
readily evaluated from the slope of this graph and the initial radius of the sam-
ple.

For longer sorption times and over 50% saturation, Eq. (1) can be approxi-
mated by Eq. (3). A plot of ln (1–Mt/M�) vs time t results in a linear graph,
from which the diffusion coefficient can be calculated.
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Where the equilibrium amount absorbed, M�, was not known because no
equilibrium had yet been reached when the measurement was stopped, M�

was taken as a second-fit parameter in the calculation.

13.3.2
Amine End-Group Modification with Succinic Anhydride

The polar compound 1,4-dioxane is added to the CO2 to enhance its polarity in
order to raise the solubility of the polar blocking agent and to facilitate the pen-
etration of the fluid into the polar PA-6. The chemical modification was per-
formed in either sub- or supercritical mixtures of CO2 with 10 mol% 1,4-diox-
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ane. Temperatures of 50–140 �C and pressures of 8 MPa were applied. By sub-
critical conditions we mean conditions below the critical point, i.e. homoge-
neous liquid media.

For pure CO2 and 1,4-dioxane, the critical pressures (Pc) and temperatures
(Tc) are 7.38 MPa and 31.1 �C, and 5.21 MPa and 313.9 �C, respectively. The criti-
cal pressures (Pc) and critical temperatures (Tc) for a CO2/10 mol% 1,4-dioxane
mixture, applied in the work described here, can be estimated using Kay’s rule
[79] with the following results: Pc = 7.17 MPa and Tc = 59.3 �C. In view of these
calculations, modifications in supercritical fluids were performed at 100 or
140 �C and 8 MPa in CO2/1,4-dioxane mixtures to ensure operation in the
supercritical region. For reactions in the subcritical region in CO2/10 mol% 1,4-
dioxane mixtures, a temperature of 50 �C and a pressure of 8 MPa were applied.
So, the sub- or supercritical character of the solvent mixtures was regulated by
adjusting the temperature, while keeping the pressure at a constant level.

The chemistry taking place in the swollen polyamide 6 (PA-6) granules is giv-
en in Fig. 13.2. Most probably, at elevated temperatures the obtained amic acid
is partially converted into the ring-closed imide with formation of a water mole-
cule [80].
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Fig. 13.2 Schematic representation of the amine end-group modifica-
tion of PA-6 with succinic anhydride. (Reproduced with permission
from Elsevier).



13.3.2.1 Sorption Measurements
In our work, sorption by PA-6 of CO2 saturated with succinic anhydride (SA,
around 5 wt% in CO2) and of both supercritical and subcritical CO2/10 mol%
1,4-dioxane mixtures saturated with SA was investigated in order to achieve a
better idea of the amount of supercritical fluid absorbed in the amorphous re-
gion of the polymer. A magnetic suspension balance was used to determine the
amount of fluid absorbed by the polymer. The mass increase of the polymer
samples due to sorption of the fluid and the density of the fluid were simulta-
neously recorded.

The sorption of a fluid into a polymer is dependent on the crystallinity of the
polymer. The diffusion of a supercritical fluid and therewith the diffusion of
small molecules dissolved in this fluid into an amorphous polymer is much
more pronounced than it is into a crystalline polymer because of better swelling
of the amorphous polymer. As a consequence, the sorption by the PA-6 granules
is not expected to be large, since PA-6 is a semi-crystalline polymer. Also, the
fact that PA-6 has a polar character, due to the amide bonds in the polymer
chain, does not have a positive effect on the amount of CO2 absorbed by the
polymer.

In Fig. 13.3 the sorption of the CO2 saturated with SA as well as the sorption
of CO2/1,4-dioxane saturated with SA by the PA-6 granules at 50 and 140 �C is
plotted against time.

It can be seen that the sorption of the more polar CO2/1,4-dioxane mixture sat-
urated with SA by PA-6 at 140 �C and 8 MPa (–�–) not only goes faster than the
sorption of pure CO2 saturated with SA by PA-6 at 140 �C and 8 MPa (–l–), but
also the equilibrium amount of fluid absorbed by the polymer is higher, i.e. the
equilibrium sorption of CO2/1,4-dioxane saturated with SA is estimated to be
0.048 g/g PA-6, which is 2.4 times higher than the equilibrium sorption of CO2

saturated with SA, which is 0.02 g/g PA-6. The D1 values for the mixtures, calcu-
lated for the first 60 min with Eq. (2), are respectively 4�10–12 m2 s–1 and 2�10–12

m2 s–1. For longer sorption times, for which the equilibrium sorption M� was ap-
proached, Eq. (3) was used, yielding D2 values of respectively 6�10–12 and 5�10–12

m2 s–1, indicating that the sorption rate in CO2/1,4-dioxane is still higher than the
sorption rate in pure CO2 at longer sorption times. Clearly, the diffusion of CO2

containing 10 mol% 1,4-dioxane into the PA-6 granules is much faster than the
diffusion of pure CO2 into the PA-6 granules.

Comparing the sorption of scCO2/1,4-dioxane saturated with SA by PA-6 gran-
ules at 140 �C (–�–, supercritical conditions) and 50 �C (–�–, subcritical condi-
tions), the initial diffusion is faster at 140 �C. The D1 values are respectively
4�10–12 m2 s–1 at 140 �C and 8·10–13 m2 s–1 at 50 �C. However, after approximately
8 h the amount of fluid absorbed in both measurements is the same within the
experimental error of ± 2�g. From that time on the diffusion rate is also approxi-
mately the same in both measurements (D2 = 6�10–12 m2 s–1).

In Fig. 13.4, the concentration of the amine end groups (determined by po-
tentiometric end-group titrations) after blocking with succinic anhydride in
CO2/10 mol% 1,4-dioxane is given vs time.
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Fig. 13.3 Sorption by PA-6 versus time. –l– sorption of subcritical CO2

saturated with SA by PA-6 at 140 �C and 8 MPa; –�– sorption of sub-
critical CO2/1,4-dioxane saturated with SA by PA-6 at 140 �C and 8 MPa;
–�– sorption of subcritical CO2/1,4-dioxane saturated with SA by PA-6 at
50 �C and 8 MPa. (Reproduced with permission from Elsevier).

Fig. 13.4 Amine end-group modification of PA-6 with succinic anhydride
in supercritical or subcritical CO2/10 mol% 1,4-dioxane. –�– 50 �C,
8 MPa, subcritical fluid; –�– ref. exp. without SA, 100 �C, 8 MPa, sc fluid;
–n– 100 �C, 8 MPa, sc fluid; –�– ref. exp. without SA, 140 �C, 8 MPa,
sc fluid; –�– 140 �C, 8 MPa, sc fluid. (Reproduced with permission from
Elsevier).



When PA-6 was placed in SA-free CO2/10 mol% 1,4-dioxane at 100 �C
(Fig. 13.4, –�–), a small increase in amine end-group concentration from 50 to
54 mmol kg–1 after 4 h residence time was observed, and the �rel decreased
from the initial value of 2.58 (measured in 90% w/w formic acid) to a value of
2.52. These observations imply that the PA-6 did show some thermal degrada-
tion when kept in CO2/10 mol% 1,4-dioxane at 100 �C for 4 h. The reference ex-
periments (SA free) in CO2/10 mol% 1,4-dioxane at 140 �C (Fig. 13.4, –�–)
showed a decrease in amine end-group concentration (from 50 to 33 mmol kg–1

in Fig. 13.4) after 24 h reaction time. The �rel had increased, which implies that
some amine and carboxylic acid end groups had reacted with each other and
therefore had resulted in chain extension. From these results we can conclude
that there exists equilibrium between degradation and post-condensation of the
PA-6 and that post-condensation is favored at higher temperatures.

It is known that the diffusion rate of a supercritical fluid into a polymer is much
higher than that of a liquid [56]. The modification of amine end groups with SA in
CO2/10 mol% 1,4-dioxane was performed under subcritical conditions, i.e. at
50 �C (in a homogeneous liquid mixture) and under supercritical conditions, i.e.
at 100 and 140 �C, leaving the pressure unchanged (Fig. 13.4, –�– 50 �C, –n–
100 �C, –�– 140 �C). Even at 50 �C, the blocking of the amine end groups with suc-
cinic anhydride proceeded rapidly, but the amine end-group concentration leveled
off at a value of 30–35 mmol kg–1. The constant but relatively high value which is
reached can possibly be explained in terms of (1) limited mobility of the amor-
phous phase of the PA-6, because the temperature is below its Tg (55 �C), and
(2) worse solubility of the SA in the CO2/10 mol% 1,4-dioxane mixture at this
low temperature. Furthermore, since the sorption of this CO2/10 mol% 1,4-diox-
ane saturated with SA is slower at 50 �C than at 140 �C for the first 4 h but does
reach the same value after 8 h (Fig. 13.3), this means that an insufficient amount
of SA is impregnated into the PA-6 granules. For the modification in scCO2/10
mol% 1,4-dioxane at 100 �C, the amine end-group concentration decreases to a val-
ue of 34 mmol kg–1 after 4 h, but is expected to decrease further with time, since
this temperature is approximately 50 �C above the Tg, which means enhanced flex-
ibility and swellability of the amorphous phase. It was expected that the modifica-
tion of the amine end groups with succinic anhydride in CO2 at 100 �C would pro-
ceed faster than the modification at 50 �C. On the contrary, at 50 �C the modifica-
tion of the amine end groups seems to go faster. The reason for this is that at
100 �C degradation of the polymer occurs, resulting in the generation of new
amine end groups, which partially compensates the end-group modification (see
reference experiment at 100 �C in Fig. 13.4). This results in an overall less com-
plete end-group modification. At 50 �C, hardly any or no degradation of the poly-
mer occurs. For the modification in scCO2/10 mol% 1,4-dioxane at 140 �C, again a
large decrease in amine end-group concentration was found (from 50 to 14 mmol
kg–1, Fig. 13.4, –�–).

Now that we have shown that the succinic anhydride does react with the
amine end groups under the applied conditions, it is of interest to check
whether only the amine end groups close to the surface of the granules or also
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the amine end groups in the core of the granules are modified. To get a better
insight into the diffusion of the SA into the polyamide granules, a simple and
straightforward approach is applied: cutting a cross section of the granule and
investigate the granule from the surface to the core visually and with FTIR
spectroscopy. In doing so, one should realize that imide formation usually im-
plies a yellow to slightly brown discoloration. Observation with the naked eye of
a cross section of a colored granule showed that the outer shell of the granule
was colored, whereas the core of the granule was less colored or even remained
colorless. This observation suggests that the end-group modification took place
mainly in the outer shell of the PA-6 granules. To reinforce these observations,
FTIR spectroscopy was used. A few modified PA-6 samples were investigated.
The results obtained for PA-6 modified with SA in scCO2/1,4-dioxane at 140 �C
and 8 MPa for 4 h are given in Fig. 13.5. At 1725 cm–1, an absorption peak is
observed for the surface of the modified granule. This absorption is related to
the formed acid end group and decreases for spectra obtained for positions in
the granule closer to the core (a–c). In the core of the granule, this absorption
is completely absent and the spectrum is similar to that of unmodified polya-
mide 6 (d). If the modification was allowed to continue for 24 h, reaction of SA
with the amine end groups occurred even in the core. If the very same modifi-
cation was performed in subcritical CO2/1,4-dioxane at 50 �C and 8 MPa for 4 h,
again an absorption peak was observed at 1725 cm–1 for the surface of the mod-
ified granule. However, when approaching the core, the absorption peak drasti-
cally diminishes. Already at 40 �m from the surface this absorption peak is
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Fig. 13.5 FTIR spectra of a cross section of a PA-6 granule modified
with SA in scCO2/10 mol% 1,4-dioxane at 140 �C for 4 h. a= surface,
b = 200 �m from the surface, c = core, d = surface of unmodified PA-6.
(Reproduced with permission from Elsevier).



hardly visible, and at a distance of 200 �m from the surface it is totally absent
and the spectrum is similar to that of the unmodified PA-6. Thus, in 4 h succi-
nic anhydride penetrates much deeper into the polymer particles during the
modification under supercritical conditions than during the modification under
subcritical conditions. This is in agreement with the sorption measurements
(see Fig. 13.3).

From these results it is obvious that the diffusion of CO2, and therewith the
transportation of the blocking agent into the polymer, is insufficient to result in
blocking of the end groups in the core of the granules. These findings are in agree-
ment with the sorption of CO2 in the granules and with the end-group titration
results, i.e. the fact that the end-group concentration does not go to zero.

To investigate the possible advantage of the supercritical technique compared
with the modification of granules in liquids at atmospheric pressures, modifica-
tions were performed with succinic anhydride in decane/10 mol% 1,4-dioxane
or in decalin/10 mol% diethylene glycol diethyl ether. These additives were cho-
sen because of their high boiling points (allowing sorption measurements at at-
mospheric pressure) and a solvent polarity reasonably close to that of 1,4-diox-
ane to allow a reasonable comparison. Although these mixtures approach the
(non-)polarity of the CO2/1,4-dioxane mixture, it remains difficult to compare
these modifications in common liquids with those in the applied supercritical
fluids and draw hard conclusions, since not only the phase of the reaction me-
dium changes, but also the reaction medium itself (i.e. molecular size, polarity
etc.). This was unavoidable, since CO2 is a gas at ambient temperatures and
pressures. Comparing the blocking at 100 �C and 140 �C in decalin/10 mol%
diethylene glycol diethyl ether, amine end-group concentrations respectively de-
crease from 50 to 39 mmol kg–1 and from 50 to 21 mmol kg–1 after 4 h reaction
time. For a similar modification under supercritical conditions, the amine end
groups decrease to 34 mmol kg–1 (100 �C) and 14 mmol kg–1 (140 �C). Clearly,
under supercritical conditions, the end-group modification at 140 �C is much
more complete, and a lower concentration of amine end groups is reached com-
pared with modification in organic liquids, although the difference is less pro-
nounced than expected.

13.3.2.2 Melt Stability of Modified and Unmodified PA-6
Since the aim of modifying the amine end groups of PA-6 was to enhance the
stability in the melt with respect to chain extension and accordingly to avoid the
generation of gel particles in PA films, this was checked by the authors. In or-
der to keep other properties of the polyamide (like flow, crystallization behav-
iour and tensile properties) the same, the molecular weights ( �Mw) of the PA-6
samples should not change upon the supercritical modification, and should
even remain at a constant level after a residence time in the melt of 20–30 min,
which is typical for PA-6 film extrusion. This was checked by performing SEC
(Size Exclusion Chromatography) measurements on starting material and on
PA-6 with blocked amine end groups, both before and after a stay in the melt.
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The �Mw of unmodified PA-6 significantly increases after a residence time of
30 min in the melt from 23 to 64 kg mol–1. Clearly, the post-condensation reac-
tion which occurs between the amine and carboxylic acid end groups in the
melt at 260 �C cannot be avoided. For PA-6 whose amine end groups have par-
tially been blocked, a comparable treatment in the melt leaves the �Mw nearly
unaffected (a change from 20 to 21 kg mol–1). These results clearly point to an
increased melt stability of the partially end-capped PA-6. The fact that the mo-
lecular weight of PA-6 slightly decreases upon the modification in the supercriti-
cal fluid indicates that more low-molecular-weight material is present as a result
of some chain scission.

13.3.2.3 Conclusions
In this section it has been shown that it is possible to block the amine end
groups present in PA-6 granules with succinic anhydride in supercritical and
subcritical fluids. Sorption measurements showed that the addition of 10% 1,4-
dioxane to CO2 resulted in an improved swelling and sorption of the granules,
which is favorable for the amine end-group modifications. The modified PA-6
samples clearly showed improved melt stability compared with the unmodified
PA-6.

13.3.3
Amine and Carboxylic Acid End-Group Modification with 1,2-Epoxybutane

In contrast to the results described in Section 13.3.2, this section describes the
blocking of both the amine and the carboxylic acid end groups of PA-6 in super-
critical and subcritical fluids. This time 1,2-epoxybutane (1,2-EB) was used as
the blocking agent, which is reactive toward both carboxylic acid and amine end
groups [81, 82] and is a relatively small compound, which is favorable for its im-
pregnation into the swollen PA-6 granules The aim of blocking the end groups
of PA-6 is to avoid undesired side reactions, thereby improving the melt stability
during processing without changing the molecular weight distribution. As in
the previous section, 10 mol% 1,4-dioxane was added to the CO2.

The chemistry taking place in the swollen PA-6 granules is shown In
Fig. 13.6. For the supercritical and subcritical modifications, similar tempera-
tures and pressures to those described in Section 13.3.2 were applied. Attention
was focused on the blocking of the carboxylic acid end groups by titrating these
groups. Since, under similar conditions, epoxides are more reactive toward pri-
mary amines than toward carboxylic acids, it can be expected that the blocking
of the amine groups will be at least as efficient as the simultaneous blocking of
the carboxylic acid groups; however, this cannot be determined by standard titra-
tion experiments.

In Fig. 13.7 the results for the modification of the carboxylic acid end groups
in CO2/10 mol% 1,4-dioxane at 50, 100 and 140 �C are presented. The results
show that under subcritical conditions, i.e. at 50 �C, hardly any reaction between
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Fig. 13.6 Schematic representation of the amine and carboxylic acid
end-group modification of PA-6 with 1,2-epoxybutane. (Reproduced
with permission from Elsevier).

Fig. 13.7 Carboxylic acid end-group modification of PA-6 with
1,2-epoxybutane in supercritical or subcritical CO2/10 mol%1,4-dioxane.
–�– 50 �C, 8 MPa, subcr. fluid; –�– ref. exp., 100 �C, 8 MPa, sc fluid;
–n– 100 �C, 8 MPa, sc fluid; –�– 140 �C, 8 MPa, sc fluid.
(Reproduced with permission from Elsevier).



the epoxide and the carboxylic acid end groups had occurred, but we have to
keep in mind that the amine end groups might have been end capped by the
1,2-epoxybutane at these temperatures. Increasing the temperature to 100 �C,
thereby bringing the CO2/10 mol% 1,4-dioxane mixture into the supercritical
state, does not result in a decrease in carboxylic acid end-group concentration.
With increasing temperature from 100 �C to 140 �C, the blocking of the car-
boxylic end groups improves. In scCO2/10 mol% 1,4-dioxane of 140 �C, already
after 30 min a decrease from 55 mmol kg–1 to 24 mmol kg–1 carboxylic acid
end groups is observed, implying effective blocking. The better modification is a
result of increased reactivity of the 1,2-epoxybutane at 140 �C compared to
100 �C.

A preliminary conclusion from these results is that going from subcritical (a
homogeneous liquid) to supercritical conditions (from 50 to 100 �C) is not en-
ough to block the carboxylic acid end groups of PA-6. Not only is a quick sorp-
tion of CO2/1,4-dioxane containing 1,2-epoxybutane needed, but so also is a
temperature exceeding 100 �C to get the chemistry going.

As reported for the amine end-group modification with the highly reactive
succinic anhydride, an FTIR spectroscopic analysis of the granule from the sur-
face to the core showed that the end-group modification with the epoxide in
scCO2/10 mol% 1,4-dioxane at 140 �C occurred in a quite homogeneous way,
since there was no difference between the spectra for the surface and the core
of the modified granule, but there was a clear difference from the spectrum of
the unmodified PA-6. This could be concluded by focusing on the absorption
peak at 1725 cm–1, which is ascribed to the carbonyl of the ester group. Interest-
ingly, this result differs considerably from the results obtained for the blocking
of the amine end groups with succinic anhydride, described in Section 13.3.2.
The extremely high reactivity of the SA with the amine end groups is thought
to result in a reduction of the free volume close to the edge of the PA-6 gran-
ules after partial blocking of the chain ends. The reduction of free volume is
thought to slow down the sorption process. The epoxide is less reactive toward
the end groups than the SA, resulting in a slower reduction of the free volume
in the outer part of the granules, which allows a deeper penetration of the epox-
ide solution into the PA-6 granules. The result is a more homogeneous modifi-
cation.

As described in Section 13.3.2, the supercritical modifications shown in
Fig. 13.7 are compared with modifications in organic liquids at atmospheric
pressure at 100 and 140 �C. The carboxylic acid end-group concentration of PA-6
decreased from 55 to 49 and 40 mmol kg–1 after 4 h reaction time at respec-
tively 100 �C and 140 �C in decalin/10 mol% diethylene glycol diethyl ether.
Although the end-group modification at 140 �C is somewhat more effective than
at 100 �C (because the reaction at 100 �C is too slow), the modification is not as
effective as in supercritical fluids at 140 �C, which resulted in a carboxylic acid
concentration of 12 mmol kg–1. Comparing the modifications at 100 �C but in
different solvent mixtures, the carboxylic acid end-group concentrations are the
same within the experimental error. So, as for the amine end-group modifica-
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tion with SA, for carboxylic acid end-group modification with 1,2-EB a differ-
ence in blocking efficiency in liquids and sc fluids seems to exist in favor of the
sc fluids, provided that the temperature is high enough to let the carboxylic acid
end groups react with the epoxy groups. However, as was found for the amine/
SA system, the advantage of using supercritical fluids for polymer modification
is less pronounced than expected.

13.3.3.1 Melt Stability of Modified and Unmodified PA-6
As reported for the PA-6 samples whose amine end groups had been blocked
with SA, the molecular weights ( �Mw) before and after modification with 1,2-EB
proved to be the same within experimental error. Moreover, the melt stability of
these modified PA-6 samples proved to be virtually invariant after a treatment
for 30 min at 260 �C. Consequently, the supercritical modification of PA-6 with
1,2-epoxybutane also results in a polyamide film grade with an enhanced melt
stability.

13.3.3.2 Conclusions
In this section it is shown that it is possible to block the carboxylic acid end
groups, present in PA-6 granules, with 1,2-epoxybutane in supercritical and sub-
critical fluids. It was found that better blocking of these end groups occurred at
higher temperatures, and an improved melt stability was obtained.

If we compare this with the end-group modification with succinic anhydride
(SA) described in Section 13.3.2, the modification with 1,2-epoxybutane is to be
preferred, since 1,2-epoxybutane is less reactive than SA, which favors the diffu-
sion of the blocking agent to the core of the granules, resulting in a more uni-
form modification of the granules.

13.3.4
Amine End-group Modification with Diketene and Diketene Acetone Adduct

In this section, the blocking of the amine end groups of PA-6 with liquid diketene
(the dimer of ketene) and the diketene acetone adduct (Fig. 13.8) in supercritical
CO2 is discussed. Ketene itself is an extremely reactive, unstable, and very toxic
gas. Diketene and the diketene acetone adduct have frequently been used in indus-
try since they are reactive toward a large variety of functional groups such as
amines, alcohols, and carboxylic acids [83–85], but are not reactive toward the
amide groups in the PA-6 chain without a catalyst, whereas ketene is. This makes
them useful for the modification of polymer particles in supercritical CO2 under
very mild reaction conditions, thereby avoiding side reactions.

In this section, the reactive reagent diketene and the somewhat less reactive
diketene acetone adduct are impregnated into the polyamide granules, using
pure CO2 as a carrier. Similar experimental conditions to those described for
the amine end-group modification with SA (Section 13.3.2) were applied.
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13.3.4.1 Modification of PA-6 Granules with Diketene and Diketene Acetone
Adduct in Supercritical and Subcritical CO2

The amine end groups of PA-6, which are more reactive toward the blocking
agents than the carboxylic acid end groups [86, 87], are converted into acetoace-
tamide end groups. If the carboxylic acid end groups reacted at all with the
blocking agent, this would result in aliphatic anhydrides, which are hydrolyti-
cally unstable and therefore would be readily reconverted into the carboxylic
acid end groups (Fig. 13.9). Therefore, in this section only the modification of
the amine end groups is considered. To prevent the post-condensation between
amine and carboxylic acid end groups during melt processing, and accordingly
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Fig. 13.8 Structure of ketene, its dimer, and the diketene acetone adduct.

Fig. 13.9 Acetoacetylation of end groups of PA-6 in scCO2.



to avoid an undesired raise in melt viscosity, blocking of only one of the end
groups is sufficient.

13.3.4.2 Molecular Characterization
Results of the amine end-group modification of PA-6 granules performed under
supercritical conditions, namely at 75 �C/30 MPa, 100 �C/30 MPa and 100 �C/10
MPa, as well as under subcritical conditions (75 �C/6 MPa), are described here.
The obtained amine end-group concentration found for modified PA-6 granules
was compared with the value for unmodified PA-6 granules (i.e. 55 ± 2 mmol
kg–1).

Upon raising the temperature from 75 �C to 100 �C at constant pressure (i.e.
either 30 or 10 MPa) for modifications with either diketene or diketene acetone
adduct, more amine end groups are blocked. Better blocking of the amine end
groups at higher temperature is expected: the reactivity of the diketene and the
diketene acetone adduct increases with increasing temperature and the sorption
of CO2 by PA-6 granules is considered to be better at higher temperature, re-
sulting in an increased penetration into the polymer of diketene and the dike-
tene acetone adduct, which are dissolved in the CO2. The decrease in amine
end-group concentration for the diketene acetone adduct is less pronounced
than it is for the end-group modification with diketene at similar conditions.
This can be explained in terms of reactivity; under similar reaction conditions
the diketene is more reactive than the acetone adduct. In addition, the acetone
adduct molecule is more bulky, which might hamper its diffusion into the
amorphous phase of polyamide granules. An illustrative example is the fact that
for the diketene after 24 h at 100 �C/10 MPa an amine end-group concentration
of 11 mmol kg–1 was obtained, whereas for the less reactive and more bulky
acetone adduct under the same reaction conditions a concentration of 34 mmol
kg–1 was obtained.

In general, when the pressure is increased the polymer swelling increases, re-
sulting in better diffusion of CO2 and hence of blocking agent [3]. However, the
results show that, for modifications with either diketene or diketene acetone ad-
duct, upon decreasing the pressure from 300 via 10 to 6 MPa at constant tempera-
ture (either 75 or 100 �C) more amine end groups are blocked, even though the
lowest pressure of 6 MPa implies subcritical conditions. This is probably caused
by the so called “concentration effect”. The pressure is raised from 6 to 30 MPa
by pumping more CO2 into the reactor at constant temperature, which obviously
reduces the concentration of the blocking agent in the supercritical mixture. As a
consequence, at 6 MPa the concentration of blocking agent is at its highest.

For this reason, the fact that for the modification with diketene at 75 �C and 6
MPa for 24 h a low concentration of amine end groups is found (i.e. 8 mmol
kg–1, which is in the same order of magnitude as the 11 mmol kg–1 obtained un-
der supercritical conditions at 100 �C/10 MPa, see earlier) is ascribed to both the
very high reactivity of the diketene and the concentration effect. Interestingly, after
4 h the supercritical modification with diketene at 100 �C and 10 MPa is more
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complete than the subcritical modification at 75 �C and 6 MPa (amine concentra-
tions 27 and 36 mmol kg–1, respectively). Obviously, the supercritical modification
is faster, but after 24 h an equilibrium value around 10 mmol kg–1 is reached.

As reported for the amine end-group modification with the highly reactive suc-
cinic anhydride, an FTIR spectroscopic analysis of a granule from the surface to
the core showed that the end-group modification with the small and reactive dike-
tene molecule mainly took place in the outer shell of the PA-6 granules. This could
be concluded by focusing on the acetoacetamide end-group absorption at 1720
cm–1. In the core of the granule, the FTIR spectrum was similar to the spectrum
of a non-modified PA-6 granule. A similar study on a granule treated under the
same conditions with the less reactive and more bulky diketene acetone adduct
showed a less extensive but more homogeneous modification throughout the en-
tire granule. This difference in homogeneity is explained in Section 13.3.3.

13.3.4.3 Conclusions
In this section it is shown that diketene, and to a lesser extent the diketene acet-
one adduct, are useful reagents for the blocking of amine end groups of polya-
mide-6 granules. A decreased amine end-group concentration was obtained with
increasing temperature and decreasing pressure. FTIR spectra showed that
most extensive modification of the granules occurred at the surface, implying
that the diffusion of CO2, and hence of the blocking agent, into the core of the
granules is hampered.

13.3.5
General Conclusions on Polyamide Modification

Comparing the results of the modification of PA-6 end groups with either succi-
nic anhydride, 1,2-epoxybutane, or diketene and the diketene acetone adduct, it
can be concluded that the optimal blocking agent must be small and must ex-
hibit an intermediate reactivity toward the end groups in order to allow exten-
sive penetration into the core of the granules before the blocking reaction starts
to hinder further penetration.

13.4
Carboxylic Acid End-group Modification of Poly(Butylene Terephthalate)
with 1,2-Epoxybutane in Supercritical CO2

13.4.1
Background

Poly(butylene terephthalate), PBT, is a material which is widely used in a variety
of applications, one of which is for optical fiber tubing. These fiber tubes are
buried in the ground, and therefore it is necessary for this application that the
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polymer should be hydrolytically stable. However, the hydrolytic stability of PBT
is not optimal and needs to be improved. The hydrolysis of the ester bonds in
the PBT chain is an auto-catalytic process catalyzed by the carboxylic acid end
groups [88–90]. By reducing the number of carboxylic acid end groups the hy-
drolysis can be retarded. Known routes to reducing the carboxylic acid end-
group concentration are, for example, changing the polymerization process con-
ditions, adding a polymerization co-catalyst, or using chain-extension reactions
in the melt. A new and clean route is the chemical modification of these car-
boxylic acid end groups in supercritical fluids. Supercritical CO2 is frequently
used as a medium for dyeing polyester fibers [41, 91, 92]. Chemically modifying
the carboxylic acid end groups of PBT in supercritical fluids is therefore a logi-
cal step, with good commercial prospects.

Supercritical fluids do not dissolve the polyester but do have the possibility to
swell the amorphous phase of the polymer. This is possible under relatively
mild reaction conditions, which could to a large extent limit undesired side re-
actions or degradation reactions that could possibly occur during modification
in the melt. Since the hydrolysis of ester functionalities of PBT takes place in
the amorphous phase, it is important to block most of the carboxylic acid end
groups, which are in this amorphous phase as well. The swellability of PBT de-
pends on the interaction of the supercritical fluid with the PBT and on the crys-
tallinity of this polymer. The higher the percentage of crystallinity, the more dif-
ficult it is to swell the PBT. The crystallinity of this type of semi-crystalline poly-
mer is approximately 40%. This is relatively high, and therefore the solubility of
CO2 in PBT would be expected to be poor (in the range of 2–5 wt%). However,
if low concentrations of carboxylic acid end groups can nevertheless be reached,
the supercritical fluid modification technique still proves to be useful.

13.4.2
Chemical Modification of PBT with 1,2-Epoxybutane

In our investigation into the chemical modification of swollen polymer particles
in supercritical fluids, PBT with 44 mmol kg–1 carboxylic acid end groups was
modified with 1,2-epoxybutane in supercritical CO2 or in a supercritical or sub-
critical mixture of CO2 with 10 mol% 1,4-dioxane. The critical pressures (Pc)
and temperatures (Tc) of CO2, and the Pc and Tc values for mixtures of CO2

with 10 mol% 1,4-dioxane, calculated using Kay’s rule [79], have been given in
Section 13.3.1.

Temperatures of 120 and 180 �C and pressures of 6, 15 and 30 MPa were ap-
plied. The reactions were performed for periods of 1, 2, 4 and 24 h. Modifica-
tion at a pressure of 6 MPa (subcritical conditions, i.e., both CO2 and 1,4-diox-
ane are in the gas phase) was chosen in order to be able to trace possible differ-
ences between supercritical and subcritical end-group modification. The reaction
temperature needs to be above the Tg of the PBT granules to ensure sufficient
chain mobility, but below the Tm to avoid deformation or melting of the gran-
ules and, after depressurization, to regain their original form and their free-
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flowing character without sticking together. The chemistry of the modification
of the carboxylic acid end groups with 1,2-epoxybutane is given schematically in
Fig. 13.10. Although the hydroxyl end groups could also react with 1,2-epoxybu-
tane, the carboxylic acid groups are expected to be much more reactive, namely
by a factor 10 to 20 [81].

In Fig. 13.11, the carboxylic acid end-group concentrations of PBT samples,
which were modified with 1,2-epoxybutane under several different conditions,
are given versus modification time (experimental error is ± 2 mmol kg–1).

Comparing the results of the modification of the carboxylic acid end groups with
1,2-epoxybutane in scCO2 at 120 �C (–�–) and at 180 �C (–n–), it is found that at
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Fig. 13.10 Reaction scheme of the carboxylic acid end-group modification of PBT.

Fig. 13.11 Carboxylic acid end-group concentration of PBT granules modified
with 1,2-epoxybutane vs time. –�– scCO2 at 120 �C and 30 MPa; –n– scCO2

at 180 �C and 30 MPa; –�– scCO2 with 10 mol% 1,4-dioxane at 180 �C and
30 MPa; –�– scCO2 with 10 mol% 1,4-dioxane at 180 �C and 15 MPa;
–�– subcritical CO2 with 10 mol% 1,4-dioxane at 180 �C and 6 MPa.
Error bars are ±2. (Reproduced with permission from Elsevier).



120 �C hardly any end groups are blocked, whereas at 180 �C blocking of the car-
boxylic acid end groups occurs rapidly. This is explained in terms of reactivity: at
120 �C, the 1,2-epoxybutane is not reactive enough toward the carboxylic acid end
groups in the polymer. Other researchers also observed that the curing of COOH-
containing powder coatings with multifunctional epoxides in the presence of a cat-
alyst occurs readily at 180 �C or higher temperatures, and found that almost no
curing takes place at lower temperatures [93]. Therefore a temperature of 180 �C
was chosen for further modification experiments, with the additional advantages
of better swelling of the granules and increased chain mobility in the amorphous
phase of the polymer with increasing temperature. At 180 �C and 30 MPa in scCO2,
after 2 h a decrease from 44 to 26 mmol kg–1 carboxylic acid end groups is ob-
served, and after 24 h a decrease to even 13 mmol kg–1 carboxylic acid end groups
is obtained, which is close to the desired concentration of ca. 10 mmol kg–1, where
the hydrolysis process is drastically diminished [94]. Comparison of the results of
the modification of the carboxylic acid end groups with 1,2-epoxybutane in scCO2

(–n–) with those using scCO2/1,4-dioxane (–�–) at 180 �C and 30 MPa shows that
the modification proceeds better in the scCO2/1,4-dioxane mixture, although the
difference is relatively small. A better modification in this mixture would be ex-
pected, as was shown above in Section 13.3.2. After 24 h modification in
scCO2/1,4-dioxane at 180 �C and 30 MPa (–�–) a concentration of 9 mmol kg–1

carboxylic acid end groups is obtained, which is below the target value of 10 mmol
kg–1. To investigate the effect of decreasing the pressure to below the critical pres-
sure of the CO2/1,4-dioxane mixture, additional modifications were performed at
15 and 6 MPa, the latter resulting in a subcritical medium. Decreasing the pressure
is accomplished by pumping a smaller amount of CO2/1,4-dioxane into the high-
pressure cell. The CO2/1,4-dioxane density decreases as well, which results in a 5
times higher concentration of 1,2-epoxybutane in this medium at 6 MPa compared
to the medium at 30 MPa. Looking at the modifications in scCO2/1,4-dioxane at
180 �C and 30, 15 and 6 MPa (Fig. 13.11), all modifications resulted after 24 h
in approximately the same carboxylic acid end-group concentration. It was ex-
pected that the modification at 30 MPa would result in the best blocking of the
end groups, because a general observation is that a higher density of the medium
results in a better swelling and sorption of the polymer [4, 95]. But on the other
hand the above-mentioned 1,2-epoxybutane concentration effect is expected to re-
sult in better end-group modification as well. So for long exposure times (24 h) a
higher system pressure seems to compensate for a lower 1,2-epoxybutane concen-
tration, resulting in a similar carboxylic acid end-group concentration.

For the modifications of PA-6 with diketene and diketene acetone adduct giv-
en in Section 13.3.4, the concentration effect proved to be significant: a higher
concentration of the blocking agent resulted in an improved blocking of the end
groups. This implies that the diketene and its acetone adduct are more reactive
toward the amine end groups of PA-6 than 1,2-epoxybutane is towards the car-
boxylic acid end groups of PBT.

13.4 Carboxylic Acid End-group Modification of Poly(Butylene Terephthalate) 295



13.4.2.1 Influence of Acid End-Group Concentration on Hydrolytic Stability
A reliable check for determining the hydrolytic stability is to determine the in-
trinsic viscosity of the modified PBT granules which were kept in water at 90 �C
for a certain time, and compare the values with unmodified PBT granules which
were also kept in water of 90 �C for the same time. The investigated samples
were PBT modified for 24 h in (1) scCO2 at 180 �C and 30 MPa, (2) scCO2 with
10 mol% 1,4-dioxane at 180 �C and 30 MPa, and (3) scCO2 with 10 mol% 1,4-
dioxane at 180 �C and 15 MPa. The carboxylic acid end-group concentrations
of these modified PBT samples are respectively 13, 9 and 6 mmol kg–1. In
Fig. 13.12, the normalized intrinsic viscosity of hydrolyzed PBT granules is given
as a function of hydrolysis time.

From this Figure, it is clear that the intrinsic viscosity of unmodified PBT
(–�–) decreased significantly more rapidly than that of the end-capped PBT
samples and that the hydrolytic stability increased with decreasing end-group
concentrations. Clearly, modifying the carboxylic acid end groups in supercriti-
cal fluids has a positive effect on the hydrolytic stability.

13.4.2.2 Determination of Molecular Weights
The hydrolysis experiments showed that the modification of the carboxylic acid
end groups of PBT in supercritical fluids resulted in an increased hydrolytic sta-
bility compared to the unmodified PBT. The sensitivity of the intrinsic viscosity
towards hydrolysis conditions is a measure of the hydrolytic stability. Hydrolysis
of the ester functionalities in the polymer chain is also reflected in the molecu-
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Fig. 13.12 Normalized intrinsic viscosity of PBT granules hydrolyzed vs time.
–�– unmodified PBT; –n– PBT, modified in scCO2 at 180 �C and 30 MPa
for 24 h; –�– PBT, modified in scCO2 with 10 mol% 1,4-dioxane at 180 �C and
30 MPa for 24 h; –�– PBT, modified in scCO2 with 10 mol% 1,4-dioxane at
180 �C and 15 MPa for 24 h.



of the polymer. Therefore, the number and weight average molecular weights
( �Mn and �Mw) of the three modified PBT samples and the unmodified PBT, be-
fore and after hydrolysis, were investigated.

For unmodified PBT, the �Mn and �Mw are respectively 16 200 and 34000 g mol–1

( �Mn accurately calculated, based on the end groups) before hydrolysis. For the
three modified PBT samples the �Mn and �Mw are 15400 and 30 100 g mol–1 (which
corresponds to a decrease of 5–11%). This is an indication that some hydrolysis of
the polymer chains had occurred during the modifications as a result of traces of
water, which is always present even in dried PBT samples.

The hydrolysis of the unmodified PBT samples results in significant decreases
in molecular weights. After 5 weeks in water at 90 �C, the �Mn and �Mw decreased
about 40%.

The hydrolysis of the modified PBT samples results in a much less pro-
nounced decrease in molecular weights. The decrease in �Mn and �Mw is only
around 16% for modified PBT samples. Clearly, the modification results in a hy-
drolytically more stable polymer.

13.4.3
General Conclusions Concerning PBT Modification

In this section we show that it is possible to block carboxylic acid end groups of
PBT with 1,2-epoxybutane in supercritical and subcritical fluids. The best results
were obtained for the modification in scCO2 with 10 mol% 1,4-dioxane at
180 �C. A decrease in the carboxylic acid end-group concentration from 44
mmol kg–1 to approximately 10 mmol kg–1 was achieved. This low concentra-
tion of acid end groups resulted in a significantly enhanced hydrolytic stability,
which was demonstrated by measuring the intrinsic viscosity as a function of
hydrolysis time and measuring the number and weight average molecular
weights ( �Mn and �Mw) before and after modification.

13.5
Concluding Remarks and Outlook

As we come to the end of this chapter, we will attempt to put the results in per-
spective. We have explored the scope and limitations of modifying a variety of
polymers in supercritical and subcritical fluids, while trying to provide a better
understanding of the process. It is obvious that the use of supercritical fluids in
polymerization and polymer modification has several advantages over more con-
ventional techniques such as melt and solution modification.

In this chapter it has been shown that CO2 can be used as the reaction medi-
um for polymer modification. Depending on a variety of factors, such as the
chemistry of the modification, the polarity of the polymer, and the temperature
and pressure, which are needed for sufficient modification of the polymer, one
can decide which supercritical fluid is most suitable.
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The modification of the reactive chain ends of PA-6 with a variety of blocking
agents can be successfully performed in CO2 to which 1,4-dioxane has been
added. The addition of 1,4-dioxane enhances the polarity of the supercritical
fluid and hence the interaction with the polar polymer (i.e. sorption by and
swelling of the polymer). Because of the limited swelling of the polymer, modi-
fication of the end groups mainly occurred in the outer layer of the granules,
but in some special cases the core of the granules was also reached by the
blocking agent.

The reactivity of the blocking agent proved to be an important factor. The
blocking agent needs to be reactive enough to block the end groups under rela-
tively mild reaction conditions, but must not be too reactive, otherwise then it
will instantaneously react with the end groups located in the shell of the gran-
ules, reducing the free volume in the swollen amorphous phase, thereby retard-
ing (or even preventing) further transportation of the supercritical fluid and
especially the blocking agent toward the core of the granules. It is obvious that
very bulky blocking agents are less suitable for a quick penetration into the
polymer granules.

Furthermore, if the blocking agent is too reactive, side reactions such as chain
branching and discoloration reactions can occur, which are undesirable from
the point of view of utility of the polymer. For this reason, optimal and most
homogeneous end-capping results were obtained using relatively small blocking
agents with intermediate reactivity. As an example, good results were obtained
using 1,2-epoxybutane for blocking the end groups of PA-6 and PBT.

Comparing supercritical polymer modification with (a) polymer granule modi-
fication in organic liquids (in which only the blocking agent is dissolved), and
(b) more conventional solution and melt modification processes, it was found
that the benefits of using supercritical fluids are less pronounced than was
hoped for. Nevertheless, it is a necessity to further optimize polymer modifica-
tion processes in supercritical CO2, because we are convinced that the impor-
tance of CO2 technology will increase when the environmental legislation on
the use of organic solvents becomes more stringent.

Notation

Pc Critical pressure of a fluid [Pa]
Tc Critical temperature of a fluid [�C]
Tg Glass transition temperature of a polymer [�C]
Tm Melting temperature of a polymer [�C]
�Hm Melting enthalpy of a polymer [kJ]
Mt Mass of absorbed gas or fluid in a polymer particle [kg]
M� Equilibrium amount of absorbed gas or fluid in a polymer

particle [kg]
D Diffusion coefficient into a polymer particle [m2 s–1]
R Radius of the initially non-swollen polymer particle [m]
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t Sorption time of absorbed gas or fluid in a polymer particle [s]
�rel Relative viscosity of a polymer [–]
[�] Intrinsic viscosity [dl g–1]
�Mn Number average molecular weight of a polymer [kg mol–1]
�Mw Weight average molecular weight of a polymer [kg mol–1]
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Maartje F. Kemmere, Marcus van Schilt, Marc Jacobs, and Jos Keurentjes

14.1
Introduction

The concentration of residual monomer that remains in the product after the
polymerization process is one of the main issues in the production of polymeric
materials. Large-scale industrial polymerization processes are preferably oper-
ated at relatively low temperatures in order to control the rate of heat produc-
tion and to prevent thermal runaway, as polymerizations can suffer from con-
siderable heat transfer limitations [1, 2]. A major disadvantage of this kind of
operation is the difficulty to reach complete monomer conversion at processing
temperatures typically below the glass transition temperature (Tg) of the poly-
mer. This phenomenon is primarily explained by the fact that the diffusion coef-
ficients in the polymer depend upon the weight fraction of polymer. As a conse-
quence, the diffusion-controlled propagation rate coefficient decreases at higher
conversion [3]. Therefore, at polymerization temperatures below the Tg and at
high conversion, the reaction rate becomes extremely low before monomer con-
version is complete. These difficulties often result in the presence of substantial
amounts of residual monomer in the final polymer product. This is undesirable
for many applications, both from an environmental as well as from a health
point of view. For these reasons, one of the most important incentives for the
polymer industry today is to reduce the residual monomer content. Moreover,
the legislation for the level of these monomers in polymer products is becoming
substantially stricter. To illustrate the possibilities of high-pressure CO2 technol-
ogy for the reduction of residual monomer, this chapter focuses on the develop-
ment of a post-emulsion polymerization process in which the amount of mono-
mer in a product latex is significantly decreased (Fig. 14.1). Latex consists of
submicron polymer particles dispersed in an aqueous medium. In particular,
the reduction of methyl methacrylate (MMA) in PMMA latexes using high-pres-
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sure CO2 has been studied. This system has been taken as a representative case
study, since it involves a monomer which is extensively used in industrial poly-
merization processes and for which many data are available in literature. The ef-
fect of high-pressure CO2 has been investigated in the liquid as well as the
supercritical regime.

In the following section, an overview of the existing techniques for the reduc-
tion of residual monomer in latex products is given, including the advantages
and drawbacks of each technology. Subsequently, the potential of using high-
pressure carbon dioxide as an alternative and more sustainable method to re-
duce the amount of residual monomer is explained. Both the enhanced poly-
merization of monomer and the extraction of the residual monomer in high-
pressure CO2 have been studied. Based on the results obtained, a process de-
sign is presented for which the technical and economical feasibility of the pro-
cess are discussed. Finally, a short assessment of the application possibility of
high-pressure CO2 for reduction of residual monomer in other polymer prod-
ucts is presented.

14.2
Overview of Techniques for Reduction of Residual Monomer

For health, safety, and environmental reasons, significant efforts have been
made to reduce the residual monomer content in commercial latexes. Some of
the techniques are already being applied industrially, whereas others are still
being developed. In general, the available methods for the reduction of residual
monomer are based on two different concepts. The first of these aims at further
conversion of the monomer by increasing the diffusion-controlled propagation
rate of the polymerization reaction, while the second involves removal of the re-
sidual monomer.
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Fig. 14.1 Process concept for the reduction of residual monomer from
latex products using high-pressure CO2 in a countercurrent apparatus.



14.2.1
Conversion of Residual Monomer

The slow rate of diffusion-controlled propagation can be accelerated by increas-
ing the temperature, thus lowering the particle viscosity and enhancing the dif-
fusivity of the monomer. Starting the polymerization at a relatively low tempera-
ture ensures a controlled conversion of the greater part of the monomer. Subse-
quently, the reaction rate decreases, and the temperature can safely be increased
to complete the conversion of monomer [4]. Although this technique is relative-
ly simple and no additional chemicals are required, the need for an additional
large post-reaction tank and the high energy consumption hampers its econom-
ic viability, especially when future regulations on residual monomer become
more severe.

In addition to thermally enhanced monomer diffusion, swelling the polymer
particles with an inert diluent, thus reducing the weight fraction of polymer,
has been shown to increase monomer diffusivity as well [5]. A plasticizing effect
causes mass transport within the polymer particle to be significantly enhanced.
Consequently, the diffusion-controlled propagation rate does not decrease as
much as it normally does at high conversions. However, this implies the intro-
duction of an extra component that later has to be removed from the final prod-
uct, and this requires an additional post-processing step.

Biological degradation of the monomer by means of adding a peroxide-gener-
ating enzyme has been shown to reduce the amount of monomer in a latex, as
the latter reacts with the radicals originating from the peroxides. This process
runs at ambient temperatures, but generally takes days to weeks to reduce the
amount of monomer to an acceptable level [6].

14.2.2
Removal of Residual Monomer

Stripping removes the residual monomer indirectly by sweeping the aqueous
phase with steam, gases, or mixtures of gases [7]. Steam stripping is the most
widely used commercial process for the removal of residual monomer and reac-
tion by-products. Typically, the process is carried out at about 353 K under re-
duced N2 atmosphere, the volume of steam distillate being equal to that of the la-
tex being collected [8–11]. Although steam stripping is an efficient process for the
removal of residual monomer, the foaming tendency and high viscosity of the latex
are known to complicate the reactor design. These parameters limit the rate at
which the aqueous and gas phases can be contacted, while a high contact area
is of vital importance to the viability of this technique. Moreover, the use of high
temperatures may cause thermal degradation of the polymer, as well as problems
with the colloidal stability of the latex and the polymer morphology. Furthermore,
the recovery of the vaporized monomers from an inert gas can be difficult.

Taylor has described a method for the removal of residual monomer by a
combination of chemical and steam stripping [12]. An added amount of fresh

14.2 Overview of Techniques for Reduction of Residual Monomer 305



free-radical initiator, which decomposes at the temperature of treatment, in-
duces the chemical depletion, while steam extracts the residual amount of
monomer from the polymer particles.

This method appears to be twice as efficient in reducing the residual mono-
mer as conventional steam stripping. Kelly [13] has reported a similar method
using steam stripping under vacuum instead of at atmospheric pressure. The
chemical depletion of monomer with initiator is done prior to the vacuum
steam stripping.

One of the major disadvantages of steam stripping is the high energy consump-
tion. Olivares et al. [14] have reported a chemical depletion method based on a re-
dox system consisting of an oxidizing agent generator of free radicals and a reduc-
ing agent, which makes any additional steam stripping step redundant.

A promising technique for residual monomer removal is pervaporation, as no
additional chemicals are needed for this membrane process and the energy costs
are typically low. It has been shown that pervaporation can remove a considerable
amount of acrylic monomer from polymethylmethacrylate (PMMA) latexes [15].
Apparently, the limiting factor for mass transfer does not occur in the polymer
particles, mainly because of the high specific area of the polymer-water inter-
face as compared to the membrane area. Although the high initial costs, as well
as fouling of the membrane surface with the polymer particles, are potential
drawbacks, pervaporation may thus be expected to provide a viable alternative.
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Table 14.1 Overview of various methods for reduction of residual
monomer from latex products.

Technique Advantages Disadvantages

Temperature increase Simple to operate
No toxic solvents required

High energy costs
Time consuming

Addition of an inert
diluent

Simple to operate Removal of inert diluent
required
Large reactor volume

Biological degradation Ambient temperature Time consuming
Large bath volumes required
Specific chemicals required

Stripping No toxic solvents required Tendency to foam
Possible thermal degradation
of polymer
Colloidal instability of the latex
High throughputs of the
stripping medium required

Pervaporation No extra separation step
No toxic chemicals needed
No extra energy required

High membrane resistance
High investment costs
Low fluxes



Serum exchange [16], film evaporation, hollow fiber dialysis, and micro- and
ultrafiltration [17] can also be effectively used to remove residual monomer on
the laboratory scale. However, for larger scale applications these techniques are
less suitable.

Table 14.1 summarizes several techniques for the reduction of residual mono-
mer. At present, the industrial practice of emulsion polymerization mainly in-
volves thermally enhanced diffusion and a combination of steam and chemical
stripping. As mentioned above, all these techniques come with their specific ad-
vantages and disadvantages. Since legislation on levels of residual monomer in
consumer products is expected to become more severe in the near future, there
is considerable room for improvement of the existing techniques.

14.2.3
Alternative Technology: High-Pressure Carbon Dioxide

High-pressure carbon dioxide potentially forms an interesting alternative for the
reduction of residual monomer, because it combines both approaches men-
tioned above, i.e. simultaneous conversion and removal of the monomer. The
plasticizing effect is expected to enhance diffusivity in the polymer particles, as
they swell in high-pressure CO2 [18]. This would first of all increase the diffu-
sion-controlled propagation rate of the polymerization and thus further com-
plete the conversion of monomer within an acceptable time of operation.
Secondly, the enhanced diffusivity within the polymer particles would be ex-
pected to facilitate the transport of monomer through the polymer particles to
the aqueous phase. Moreover, high-pressure CO2 is an excellent extraction medi-
um for a variety of monomers, as little water and virtually no polymer dissolves
in it, while most monomers have a relatively high solubility in pressurized car-
bon dioxide. In addition, relatively small changes in pressure and temperature
can tune the solubility in supercritical carbon dioxide (scCO2), as well as the
diffusion and the viscosity. Sections 14.3 and 14.4 discuss the enhanced poly-
merization and extraction of residual monomer in the presence high-pressure
CO2.

14.3
Enhanced Polymerization in High-Pressure Carbon Dioxide

To investigate the effect of high-pressure CO2 on the polymerization reaction as
well as to determine the amount of monomer inside the polymer particles, elec-
tron beam experiments have been performed [19]. Pulsed electron beam poly-
merization involves the generation of radicals in the aqueous phase, this being
activated by an electron beam. These radicals initiate the polymerization of the
residual monomer inside the latex particles. Based on the molecular weight of
the newly formed polymer chains, the local monomer concentration in the poly-
mer particles can be calculated. The growth time of a polymer chain is directly
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determined by the time between two pulses (tp). The chain length (Li) of the
produced polymer in this time tp is given by:

Li � i � kp � �M� � tp �1�

where kp and [M] are the propagation rate constant and monomer concentration
in the polymer particles, respectively. Higher-order peaks in molecular weight
(i=2,3, . . . ) may occur when growing chains survive termination by one or more
subsequent pulses. In this case, only the primary peak (i= 1) has been observed.
Between two pulses, bimolecular termination or transfer can occur, resulting in
the so-called background polymer.

14.3.1
Procedure for Pulsed Electron Beam Experiments

In this study, electron beam experiments were performed using a LINAC SL75-
5 electron accelerator (M.E.L., Sussex, England). During the electron beam ex-
periments the energy of the electrons was adjusted to 5 MeV, resulting in pulse
energies of 0.8 J. A high-pressure view cell of 2.9 mL was used for irradiating
the sample, a crosslinked (0.6 wt% ethylene glycol dimethacrylate, EGDM)
PMMA latex that was swollen to its maximum with MMA [20]. The cell was
equipped with a stainless steel window for the electron beam according to
Wishart and van Eldik [21] and one sapphire window. The electron beam experi-
ments were performed at 348 K with a pulse frequency of 10 Hz. The number
of pulses varied from ca. 300 to ca. 600. Before the view cell was filled and elec-
tron beam experiments were performed, the latex-scCO2 mixture was stabilized
for one hour at 16.0 MPa in a high-pressure 80 mL vessel (40 vol% CO2). As a
reference, an electron beam experiment was performed at atmospheric condi-
tions without carbon dioxide. In all cases, the molecular-weight distribution
(MWD) of the sol fraction of the crosslinked polymer was determined using gel
permeation chromatography (GPC). The inflection point was taken as a mea-
sure of the local monomer concentration experienced by the newly formed poly-
mer chains [22]. Taking the propagation rate coefficient based on the Arrhenius
parameters for MMA emulsion polymerization as recommended by IUPAC
(kp = 1.179�103 L mol–1 s–1, the intrinsic value), the time between two electron
pulses tp, and i = 1, the local monomer concentration in the polymer particle
can be calculated according to Eq. (1).

14.3.2
Results and Discussion

In Fig. 14.2, the results of the electron beam experiments performed at ambi-
ent-pressure and high-pressure CO2 conditions are presented. At ambient pres-
sure, Fig. 14.2 a clearly shows the additional peak of the newly formed polymer
of Mw 79 800 Da produced by the radicals in the aqueous phase induced by the
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electron accelerator. According to Eq. (1), this results in a monomer concentra-
tion inside the polymer particles of 6.8 mol L–1, which is in agreement with the
maximum concentration of monomer in the PMMA particles at 348 K [23].
These results illustrate that pulsed electron beam experiments indeed can be
used to determine the local monomer concentration in this system. It should be
noted that the position of the MWD of the sol fraction is somewhat shifted to
higher molecular weight after irradiation as compared to the original MWD of
the sol fraction of the latex, since the interaction of the polymer chains with the
applied electron beam can result in some crosslinking as well as scission.

It is expected that in the presence of high-pressure CO2 a change in mono-
mer concentration will be reflected in a shift of the molecular weight of the ad-
ditional peak. However, experiments at scCO2 conditions (Fig. 14.2 b) do not

14.3 Enhanced Polymerization in High-Pressure Carbon Dioxide 309

Fig. 14.2 Molecular weight distributions of a PMMA latex, swollen to its
maximum with MMA, irradiated with electron beam, a at atmospheric
conditions without CO2 present, and b in the presence of high-pressure
CO2 at 16.0 MPa.



show any newly formed polymer produced by the pulsed electron beam. Consid-
ering the results of the electron beam experiments with respect to the relatively
high partition coefficient of MMA between the CO2 and water phase (see Sec-
tion 14.4), it is very likely that the CO2 phase has extracted the monomer dur-
ing the electron beam experiments to such an extent that there was hardly any
residual monomer left in the polymer particles to polymerize. As a conse-
quence, parameters such as contact time and volume ratio of the water and the
CO2 phase determine the amount of monomer left in the polymer particles in
this kind of experiment.

The effect of CO2 on the emulsion polymerization of MMA has been investi-
gated previously (at 348 K and 1–35 MPa) [24], when a decrease in average mo-
lecular weight and a much steeper log (number distribution) at higher pressure
was observed. According to the authors, the reason for this effect is the swelling
of polymer by CO2, which becomes more significant at higher CO2 pressures.
This swelling results in a reduction of the internal viscosity and a delay of the
gel effect. However, to draw these conclusions, the effect of scCO2 on the poly-
merization rate and the monomer concentration in the polymer particles should
be known. The interpretation of these experiments is complicated, because the
observed position of the MWD is mainly influenced by experimental factors
such as contact time and interfacial area at non-equilibrium conditions. This de-
termines the extent of extraction and does not give information on the plasticiz-
ing effect. However, it can be expected from diffusion coefficient measurements
of monomer in polymer particles [25, 26] that it will be possible to perform elec-
tron beam experiments under conditions where monomer is still present in the
particles at scCO2 conditions. Nevertheless, extraction will be the dominating
mechanism for reduction of MMA in PMMA latexes based on CO2 technology.

14.4
Extraction Capacity of Carbon Dioxide

Monomer extraction from latex products involves mass transfer in a heteroge-
neous system. Three phases have to be considered: the polymer particles, the
aqueous phase, and the CO2 phase (see Fig. 14.3). In this work, the film model
has been used to describe the diffusion of MMA in this three-phase system, for
which the following assumptions have been made:

� No mass transport of monomer directly from the polymer to the CO2 phase
occurs.

� The zones for mass transfer resistances can be represented by two hypotheti-
cal layers, in which the transfer is entirely determined by molecular diffusion
and the concentration gradient is linear in each of these layers.

� There is equilibrium at the interfaces, so that the interface concentrations are
determined by equilibrium conditions between the phases.
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The mass transport flux of MMA in each phase is defined as:

N � APOLW � kPOL � �CPOL � CPOLi� �2�

N � APOLW � kw � �CWi � CW� �3�

N � AWCO2 � kW � �CW � C2Wi� �4�

N � AWCO2 � kCO2 � �CCO2i
� CCO2� �5�

The equilibrium equation of MMA between two phases is defined by a partition
coefficient:

m1 � CWi

CPOLi
�6�

m2 � CCO2i

C2Wi
�7�

To quantify the extraction capacity of carbon dioxide, the partition coefficient of
MMA between the water and the CO2-phase (m2) is a prerequisite. Since this
partition coefficient is not reported in literature, m2 has been measured in a lab-
oratory scale extraction unit at different temperatures and CO2 pressures and
has also been predicted using the Peng-Robinson equation of state.

14.4.1
Modeling Phase Behavior with the Peng-Robinson Equation of State

The Peng-Robinson equation of state (eos) [27] is one of the most frequently
used semi-empirical cubic equations of state, and is able to describe high-pres-
sure and supercritical fluid systems. The Peng-Robinson eos expresses pressure
as a summation of a repulsive term and a attractive term and is given by
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Fig. 14.3 Schematic view of mass transfer of monomer from the polymer
particles, through the aqueous phase, into the CO2 phase, based on
the film model.



P � PR � PA � RT
� � b

� a�R���
��� � b� � b�� � b� �8�

where a reflects the temperature-dependent intermolecular attraction and b reflects
the Van der Waals hard sphere volume. For pure components, a and b are given by

a � 0�45724
�RTc�2

Pc
�1��0�37464�1�54226 �� 0�26992 �2��1 �

�����
Tr

� ��2 �9�

b � 0�07780
RTc

Pc
�10�

where Tr is the reduced temperature and � the acentric factor.
For the description of multi-component systems, the parameters a and b can

be obtained from mixing rules:

am �
�

i

�
j

xixjaij bm �
�

i

�
j

xixjbij �11�

Various expressions have been proposed for the cross coefficients aij and bij,
which are shown in Table 14.2.

The Quadratic mixing rule is only applicable to mixtures of similar compo-
nents showing no specific interactions. The Panagiotopoulos-Reid [28] and Stry-
jek-Vera [29] mixing rules introduce a second parameter for a, thereby allowing
non-symmetrical behavior to be described. Both these mixing rules suffer from
a so-called dilution problem and the Michelsen-Kistenmacher syndrome [30].
Melhem et al. [31] proposed a mixing rule that solved the dilution problem. The
Mathias-Klotz-Prausnitz mixing rule [32] is an extension of the Panagiotopoulos-
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Table 14.2 Cross-coefficients aij and bij for various mixing rules.

Mixing rule Parameter a Parameter b

Quadratic aij � ��������
aiaj

	 �1 � kij� kij � kji

Panagiotopoulos-
Reid

aij � ��������
aiaj

	 �1 � kij � �ij xi� �ij � kij � kji

Stryjek-Vera aij � ��������
aiaj

	
1 � kijkji

xi� kij � xjkji

� �
bij � bi�bj

2 �1 � �ij�

Melhem aij � ��������
aiaj

	
1 � kij � �ij

xi

xi � xj

� �
�ij � �ji

Mathias-Klotz-
Prausnitz

am � �
i

�
j xixj

��������
aiaj

	 �1 � kij�� kij � kji

�
i xi

�
j xj

� ��������
aiaj

	
�ij
�1�3

	 
3
�ij � ��ji



Reid mixing rule without the dilution problem and the Michelsen-Kistenmacher
syndrome. Moreover, when applied to binary mixtures, it becomes identical to
the Panagiotopoulos-Reid mixing rule. As shown in Table 14.2, bij is identical
for all mixing rules, and generally �ij is set to zero. There are almost no thermo-
dynamic restraints on mixing rules, except for the fact that in the low-density
limit a second virial coefficient is required, which is a quadratic function of
composition. Wong and Sandler [33] proposed a mixing rule to solve this issue.
It includes an excess Helmholtz free energy at infinite pressure, which allows
the mixing rule to consist of interaction parameters, equation-of-state coeffi-
cients and mole fractions only.

The computer program Phase Equilibria [34], which has been developed by
Brunner and co-workers at the Technical University of Hamburg, includes the
Peng-Robinson eos and the above-described mixing rules, thereby allowing a
complete description of the phase equilibria of the ternary system and its binary
subsystems. In this work, the Phase Equilibria program has been used to model
the MMA-CO2-water system, applying a Simplex-Nelder-Mead algorithm to opti-
mize the binary interaction parameters.

14.4.2
Procedure for Measuring Monomer Partition Coefficients

A high-pressure unit with on-line sampling of the aqueous phase has been de-
veloped to measure monomer partition coefficients [19]. Fig. 14.4 shows a sche-
matic set-up of the equipment and a description of the relevant components
and features. With this equipment, the partition coefficient m2 given by Eq. (7)
can be measured as a function of pressure and temperature.

The experimental procedure was started by adding a carefully weighed
amount of aqueous MMA solution to the equilibrium cell, filling it approxi-
mately 50% full. The cell was immediately sealed and heated to the desired
temperature. The liquid phase was stirred vigorously, creating a deep vortex. At
the desired temperature, CO2 was introduced and was pressurized by the high-
pressure syringe pump. Equilibrium was assumed if pressure and temperature
did not vary more than 0.02 MPa and 0.2 K, respectively, within a period of 30
min. Then, a sample of the aqueous phase was taken by turning the HPLC
valve, the sample loop was depressurized, and the sample was led through the
first tube of chilled methanol (MeOH) containing butanol as an internal stan-
dard, thus removing the MMA from the sample. The second tube was only
used to check whether no measurable amounts of MMA had passed through
the first tube. The contents of the first tube were analyzed by GC/FID in order
to determine the concentration of MMA.

In the proposed method, the presence of only two phases was assumed.
Moreover, any significant change of volume of the phases was neglected. From
the measured MMA concentration in the aqueous phase at a certain pressure
and temperature, the partition coefficient can be calculated using Eq. (12). Here
CW,0 stands for the initial MMA concentration in the aqueous phase.
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m2 � CW� 0

CW
� 1

� �
� VW

VCO2

�12�

Note that the initial MMA concentration is limited by the solubility of MMA
in water, whereas the experimental set-up restricts the allowable VCO2

/VW ratio.
In addition to Eq. (7), a partition coefficient based on MMA mole fractions in

the aqueous (xMMA) and in the CO2-rich phase (yMMA) can be calculated using a
modified Benedict-Webb-Rubin equation of state [35] to estimate the molar den-
sities of the phases assuming pure CO2 and water density, respectively.

m

2 � yMMA

xMMA
� m2 � �W

�CO2

�13�
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Fig. 14.4 Schematic view of the high-pres-
sure laboratory scale extraction equipment
used for the determination of the partition
coefficient m2.
1. Stainless steel high-pressure equilibrium

cell (64.33 mL)
2. Stainless steel heating jacket
3. Sample line for extracting fluid phase

samples and venting valve
4. Sample line for extracting light phase

samples and venting valve
5. PT 100 temperature sensor and miniatur-

ized high-pressure transducer
6. Magnetic stirrer for fluid phase agitation

7. Equilibrium cell outlet
8. 6-port HPLC sample valve (sample valve

in sampling position)
9. Calibrated 500 �L sample loop

10. Open connection for syringe
11. Needle valve
12. Chilled beaker containing glass vials for

sample collection
13. Display of temperature and pressure
14. Thermostatic water heater
15. Pulse-free 150 mL high-pressure syringe

pump
16. Cryostat for cooling the syringe pump



14.4.3
Validation of the Experimental Determination of Partition Coefficients

The reproducibility of the described method for determination of partition coef-
ficients has been assessed by three experiments at 313 K and 8.5 MPa. The re-
sults are given in Table 14.3 and clearly show that these experiments produced
data that are very similar.

For the evaluation of the reliability of this method, a means of comparison
with other experimental data is essential. Since a direct validation of the data is
impossible because of a lack of specific experimental data on the ternary system
H2O-CO2-MMA, a system displaying qualitatively similar behavior and for
which reliable experimental data are available has been used instead. For this
purpose, measurements on the four-phase region of the ternary system CO2-
H2O-1-BuOH are compared with experimental data published by Panagiotopou-
los and Reid [36] as well as by Winkler and Stephan [37]. The results of the vali-
dation experiments are given in Table 14.4.

The experiments were carried out following the outlined procedure and
yielded a 1-BuOH concentration in water (g/mL). By using the reported density
of 1.00 g/mL for the aqueous phase, the weight fraction of 1-BuOH has been
calculated. According to Table 14.4 the results of these experiments agree with
literature data. The overall composition of the system has been carefully chosen
to lie close to the four-phase region of the system in such a way that the volu-
metric phase ratio is approximately 5 : 1 : 1 : 3 in order of decreasing density. This
means that approximately 50% of the system consists of a water-rich phase and
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Table 14.3 Reproducibility measurements of MMA partition coefficients
obtained with the high-pressure extraction equipment.

Sample Pressure
(MPa)

CW

(mg mL–1)
m2

(–)

A 8.56 1.44 6.79
B 8.58 1.70 6.19
C 8.51 1.69 6.14

Table 14.4 Validation experiments in the high-pressure extraction
equipment. Measured weight fraction of 1-BuOH in the aqueous phase
in the four-phase equilibrium CO2-H2O-1-BuOH.

T (K) P (MPa) w1-BuOH (–) Reference

313.1 8.25 0.043 Panagiotopoulos and Reid [36]
313 8.26 0.031 Winkler and Stephan [37]
313.2 8.22 0.040 This work
313.7 8.20 0.049 This work



about 30% consists of a CO2-rich phase. Small variations in the relative quantity
of the four phases enable the system to compensate for deviations in the overall
composition. Moreover, the composition of the aqueous phase in the three-
phase regions at pressures just below or above the four-phase region does not
significantly differ from the composition of the aqueous phase in the four-phase
region, so that we do not need to be concerned with small deviations from the
four-phase point. Note that the concentrations of this system are typically one
order of magnitude lower than the MMA concentrations used in this study. In
general, the outcome of both the reproducibility and validation experiments
strongly suggests that the developed method is reliable as well as accurate.

14.4.4
Measured Partition Coefficients of MMA over Water and CO2

First, high-pressure view-cell experiments were performed to study the phase
behavior of the CO2-H2O-MMA system at 298 K. Below 5.8 MPa a two-phase
system [CO2(g), H2O(l)] was observed, whereas between 5.8 and 6.3 MPa a
three-phase region [CO2(g), CO2(l), H2O(l)] exists. This region was omitted dur-
ing the extraction experiments. At 6.3 MPa the beginning of the liquid-liquid
phase system [CO2(l), H2O(l)] was observed. Similar results have been described
in detail by Adrian et al. [38]. The experimental conditions for the determination
of the partition coefficients are given in Table 14.5. In Table 14.6 the results are
presented per isothermal series.

Considering the results of the extraction experiments performed at 298 K
shown in Fig. 14.5 a, the partition coefficient increases significantly above
6.3 MPa. The increasing density of the CO2-rich phase at this point explains the
sudden rise of the partition coefficient. Fig. 14.5 b–c presents the measured par-
tition coefficients at 313, 323 and 333 K, respectively. View-cell experiments at
313 K show that three phases resembling a boiling system can be distinguished
close to 7.3–7.4 MPa. This effect has not been observed at 323 or 333 K. In gen-
eral, the system exhibits the same behavior at temperatures above the critical
temperature of CO2. Around 5 MPa all partition coefficients are close to unity,
and they increase with pressure. The rate of this increase gradually rises with
pressure and decreases with temperature. Similarly to the results at lower tem-
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Table 14.5 Experimental conditions for the determination of m2 using
the high-pressure extraction equipment.

T
(K)

Pressure range
(MPa)

CW,0

(g g water–1)
VW

(mL)

298 5.2–9.5 0.01207 31.7
313 5.1–8.6 0.01207 32.3
323 5.0–10.0 0.01207 32.1
333 4.9–8.3 0.01207 31.4



peratures, the partition coefficient at 333 K is therefore expected to increase
more significantly beyond the measured pressure range. Generally, these results
can be explained by the density of the CO2-rich phase increasing continuously
with pressure above 7.4 MPa. This effect is most pronounced at temperatures
just above the critical temperature of CO2.

In Fig. 14.6, the partition coefficient m

2 is plotted against pressure. As m


2 is
expressed as a ratio of mole fractions, the changes in density of the CO2-rich
phase are accounted for. Fig. 14.6 shows that the increase of the partition coeffi-
cients is only significant for the experiment performed at 313 K, and in this
case it only triples over the entire pressure range. It is therefore assumed that
the density of the CO2-rich phase is the decisive factor in the behavior of the
partition coefficient as a function of temperature and pressure.

It should be noted that the reported extraction results comprise the partitioning
behavior of MMA between water and CO2 without polymer particles present.
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Table 14.6 Predicted partition coefficients with the Peng-Robinson eos
and various mixing rules as compared to the experimentally obtained
values in the high-pressure extraction unit.

T P Exp. data PR M SV MKP
(K) (MPa)

m2

(–)
m


2

(–)
m2

(–)
m


2

(–)
m2

(–)
m


2

(–)
m2

(–)
m


2

(–)
m2

(–)
m


2

(–)

298 4.84 1.71 32.6 0.13 2.48 0.12 2.27 0.021 0.39 0.19 3.45
298 5.26 2.19 36.1 0.19 2.98 0.17 2.72 0.030 0.48 0.26 4.20
298 6.27 3.76 41.2 0.60 6.29 0.54 5.71 0.096 1.03 0.87 9.13
298 6.36 8.59 89.2 0.70 7.00 0.63 6.36 0.15 1.51 1.02 10.2
298 6.50 12.4 119.8 0.99 8.92 0.90 8.10 0.25 2.27 1.44 13.0
298 7.98 48.8 151.8 58.9 191.2 53.4 173.3 1.09 8.15 87.3 283.1
313 5.07 0.87 18.3 0.22 4.41 0.20 4.12 0.024 0.50 0.27 5.61
313 5.96 1.30 21.4 0.36 5.74 0.34 5.36 0.044 0.69 0.48 7.54
313 7.13 2.69 32.0 0.85 9.67 0.81 9.13 0.11 1.29 1.17 13.2
313 7.54 2.95 30.9 1.26 12.5 1.20 11.9 0.18 1.81 1.76 17.4
313 8.06 4.79 41.5 2.37 19.3 2.30 18.7 0.38 3.09 3.39 27.6
313 8.56 6.79 46.1 5.80 36.6 5.05 31.9 1.05 6.64 8.67 54.5
323 4.97 1.02 23.6 0.076 1.72 0.070 1.58 0.027 0.62 0.31 6.95
323 5.98 1.19 21.4 0.12 2.09 0.11 1.91 0.044 0.76 0.51 8.86
323 7.15 1.95 26.6 0.22 2.93 0.20 2.66 0.084 1.11 1.00 13.0
323 8.11 2.25 24.5 0.42 4.32 0.37 3.89 0.15 1.59 1.93 19.9
323 9.10 2.71 22.9 0.94 7.45 0.85 6.69 0.33 2.59 4.55 35.9
323 10.01 3.89 25.7 2.55 15.2 2.27 13.5 0.86 5.02 12.9 76.1
333 4.99 0.84 20.7 0.31 7.51 0.29 7.06 0.031 0.74 0.36 8.63
333 6.00 0.87 16.8 0.48 8.87 0.44 8.27 0.045 0.85 0.56 10.4
333 7.12 1.55 23.5 0.79 11.5 0.73 10.6 0.075 1.10 0.94 13.7
333 7.50 1.70 23.8 0.94 12.7 0.87 11.8 0.091 1.22 1.13 15.3
333 8.29 2.16 25.8 1.35 15.4 1.22 13.9 0.13 1.53 1.73 19.7
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However, it is expected that the latex-CO2 system will also exhibit a strong extrac-
tion rate toward the CO2-phase as the rate-limiting step, for mass transfer of MMA
appears to be situated in the water phase at the CO2 side, while the mass transfer
inside the polymer particles appears to be very fast (see Section 14.5.1). This is
mainly because of a relatively small water-CO2 surface area as compared to the
overall polymer-water interfacial area [39].

14.4.5
Prediction of Partition Coefficients of MMA Over Water and CO2

In addition to the experimental data, the partitioning behavior of MMA between
water and CO2 has been modeled. The Peng-Robinson equation of state com-
bined with various mixing rules as described in Section 14.4.1 has been as-
sessed on the ability to correlate phase equilibrium data from literature of the
binary subsystems CO2-H2O, MMA-CO2 and MMA-H2O. Subsequently, the
model has been used to predict the phase equilibrium behavior of the ternary
system CO2-H2O-MMA. Partition coefficients were calculated at four different
temperatures at pressures ranging from 5 to 10 MPa. In order to provide a
means for comparison, the experimentally determined partition coefficients ob-
tained in the high-pressure extraction unit were used to evaluate the results of
the predictive model for phase equilibrium behavior.
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Fig. 14.6 Partition coefficient m

2 based on mole fractions calculated

from measured phase equilibrium compositions at 313, 323, and
333 K, respectively.



14.4.5.1 Modeling the Two-Component Systems CO2-H2O, MMA-CO2

and MMA-H2O
In the following, a brief overview of modeling the binary subsystems is given; a
more detailed description is given by Jacobs [40]. Since the subsystem CO2-H2O
contributes over 99% to the ternary system, it is considered the key system for
describing the phase equilibrium composition. In this work, the experimental
data reported by Wiebe and Gaddy [41, 42] and King et al. [43] have been used.
As expected, the Adachi-Sugi (AS), Melhem (M) and Mathias-Klotz-Prausnitz
(MKP) mixing rules reveal similar results to those obtained from the calcula-
tions using the Panagiotopoulos-Reid (PR) mixing rule, since all these mixing
rules become identical when applied to binary systems. For this reason, only
the PR mixing rule is further discussed. Both the results of the calculations
with PR and SV show an increase in the deviations near the critical temperature
of CO2, which results from the fact that the Peng-Robinson eos gives a poor re-
presentation of the equilibrium composition near the critical point. Concerning
the PR results, a linear dependency on temperature can be observed in kij in
contrast to �ij. With respect to the results of calculations based on the SV mix-
ing rule, a poor correlation with the experimental equilibrium data has been ob-
tained, especially in the vapor or supercritical phase.

Concerning the MMA-CO2 system [44], the Peng-Robinson eos and PR mix-
ing rule cannot accurately describe the entire phase envelope. Forcing it to re-
produce the mixture’s critical point results in a poor correlation for the liquid
branch of the envelope. The interaction parameter has been chosen optimally to
reproduce the equilibrium composition of the liquid phase.

The main problem with modeling the MMA-H2O system is the absence of re-
liable phase equilibrium data. The only data available in literature on the MMA-
water system consisted of mutual solubility data of water in MMA at standard
pressure and different temperatures [45]. In this study, the interaction parame-
ters are fitted to isobaric data. Because of this restriction, the parameters are
fitted to one single set of data points, i.e. the mutual solubility of water and
MMA at a certain temperature. This procedure provides interaction parameters
that are temperature and pressure dependent. However, the effect of pressure
on the mixing of MMA has been neglected, as the compressibility of this liquid-
liquid system is generally assumed to be negligible. A similar temperature de-
pendency can be observed for the Stryjek-Vera parameters.

14.4.5.2 Modeling the Three-Component System CO2-H2O-MMA
Based on the interaction parameters for the mixing rules obtained from the bi-
nary subsystems, the ternary phase behavior has been modeled by inter- and ex-
trapolation of the interaction parameters. Because of lack of sufficient experi-
mental data, extrapolation is considered to be the only option in some cases,
although it obviously will introduce errors. Table 14.7 shows the interaction pa-
rameters of the various mixing rules used for the prediction of the ternary
phase behavior, whereas the resulting partition coefficients per isothermal series
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have been included in Table 14.6 and Fig. 14.5. The results obtained with the
Stryjek-Vera mixing rule deviate significantly from the experimental data. There-
fore, this mixing rule is omitted in further discussions. The Panagiotopoulos-
Reid, Melhem, and Mathias-Klotz-Prausnitz mixing rules will be discussed.

According to Fig. 14.5 a, similar trends can be observed in both the experi-
mental and the calculated partition coefficients at 298 K, although the calculated
values of m2 are initially lower than the experimentally determined values. At
approximately 6.3 MPa a phase transition can be observed in the experimental
data described in Section 14.4.3.2. The system changes from vapor-liquid to liq-
uid-liquid, with an intermediate region in between. Calculations with the Peng-
Robinson eos suggest that only one liquid phase and a vapor phase are present
at 6.5 MPa. Adrian et al. [38], however, describe the presence of two liquid
phases at that pressure. This illustrates again that the Peng-Robinson eos is not
accurate near phase transitions. At higher temperatures the differences of the
predicted m2-values from the experimental partition coefficients decreases. This
implies that the accuracy of predictions with the model increases when the
CO2-rich phase is above critical conditions.

Table 14.6 and Fig. 14.5 b–d show that above the critical point of the mixture
the calculations are fairly predictive at 313, 323, and 333 K. The predicted values
for the partition coefficient are slightly lower than the experimental m2 values
as observed at 298 K. Although calculations with the MKP mixing rule result in
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Table 14.7 Binary interaction parameters for various mixing rules at dif-
ferent temperatures used in the prediction of the phase behavior of the
three-component system CO2-H2O-MMA.

T H2O–CO2 MMA–CO2 H2O–MMA
(K)

kij �ij kij �ij kij �ij

Panagiotopoulos-Reid/Melhem
298 0.170 0.304 –0.0556 0.280 –0.0459 0.254
313 0.173 0.286 –0.0669 0.217 –0.0293 0.255
323 0.184 0.286 –0.0744 0.175 –0.0174 0.258
333 0.201 0.286 –0.0819 0.133 –0.00485 0.261

Stryjek-Vera
298 0.168 0.274 –0.0615 0.268 –0.0708 0.233
313 0.166 0.260 –0.0765 0.207 –0.0610 0.228
323 0.171 0.254 –0.0865 0.166 –0.0545 0.225
333 0.182 0.254 –0.0965 0.125 –0.0483 0.223

Mathias-Klotz-Prausnitz
298 0.0183 0.304 –0.196 0.280 –0.173 0.254
313 0.0298 0.286 –0.176 0.217 –0.157 0.255
323 0.0407 0.286 –0.162 0.175 –0.146 0.258
333 0.0582 0.286 –0.149 0.133 –0.135 0.261



values for m2 which are closest to the experimental data, at all temperatures
above Tc of the CO2-rich phase the observed trend with this mixing rule is
somewhat different from the trend of both the experimental data and the other
mixing rules. Especially at higher pressures the MKP-mixing rule progressively
overestimates the values for m2. The difference between the partition coeffi-
cients calculated from the Panagiotopoulos-Reid and the Melhem mixing rules
is very small, although the predictions with the Panagiotopoulos-Reid mixing
rule are slightly better.

The large increase in the partition coefficient observed at the critical pressure
and temperatures above Tc shows that MMA is far better soluble in the supercri-
tical phase than in the vapor phase. As discussed earlier, the increased density of
the CO2-rich phase causes this increase in partition coefficient. The steep increase
in partition coefficient m2 at higher pressure is illustrated in Fig. 14.7 for the PR-
mixing rule at different temperatures. Since the transition from the vapor phase to
the supercritical fluid phase occurs at higher pressures, this increase moves to
higher pressures at increased temperatures. Concerning the dilution problem as
described in Section 14.4.1, this appears not to occur in this system even though
MMA concentrations are typically low. Since the system contains only three com-
ponents and all three components are chemically different, the Michelsen-Kisten-
macher syndrome does not cause any problem either. In addition to the regular
m2, the calculated partition coefficient m


2 based on MMA mole fractions is in rea-
sonable agreement with the experimentally determined m


2 values.
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Fig. 14.7 Partitioning behavior for the system CO2-H2O-MMA calculated
with the Peng-Robinson eos and Panagiotopoulos-Reid mixing rule at
different temperatures.



In summary, from an extensive comparison of the calculations with the ex-
perimentally obtained results [40], it can be concluded that the phase behavior
of the ternary system MMA-H2O-CO2 can be qualitatively predicted by the
Peng-Robinson equation of state in combination with the Panagiotopoulos-Reid
mixing rule. In general, more experimental data are required concerning the bi-
nary systems for a better optimization of the interaction parameters. To obtain a
more quantitative description of the phase behavior, especially close to the criti-
cal point, a more rigorous approach such as the SAFT-VRX model [46, 47] can
be used.

14.5
Process Design for the Removal of MMA from a PMMA Latex Using CO2

The value of the monomer partition coefficient between the CO2 and the water
phase indirectly determines the ratio between the effect of enhanced polymer-
ization and the effect of extraction on the reduction of residual monomer. De-
pending on the process conditions, i.e. temperature, pressure, and the phase be-
havior of the system involved, this ratio between enhanced polymerization and
extraction may vary for different latex systems. With respect to the PMMA latex,
the high partition coefficient m2 as shown in Section 14.4, causes extraction to
be the predominant effect as compared to conversion of the monomer. There-
fore, a preliminary process design has been developed based on CO2-extraction.
For this purpose, a mass transfer model has been set up to determine the rate-
limiting step in the extraction process. In addition, a process flow diagram, in-
cluding equipment sizing has been developed. Finally, an economic evaluation
has been performed to study the viability of this technique for the removal of
residual monomer from latex-products.

14.5.1
Extraction Model

In order to design an extraction unit, the rate-limiting step in the extraction pro-
cess has to be determined. As explained in Section 14.4 and Fig. 14.3, the film
model can be used to describe extraction in the three-phase system. The overall
mass transfer flux of monomer in this extraction process is given by Eq. (14)

N � KOV�POL � APOLW � �CPOL � C

CO2

� � KOV�POL � CPOL � CCO2

m1 � m2

� �
�14�

in which C

CO2

is the concentration of MMA in the CO2 phase that is in equilib-
rium with its concentration in the polymer phase, given by CCO2/( m1m2). The
overall mass transfer coefficient KOV,POL defined on the polymer phase, is a
summation of the resistances in the three phases and can be obtained by rear-
ranging Eqs. (2) to (7) and (14).
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1
APOLW � KOV�POL

� 1
APOLW � kPOL

� 1
APOLW � kW � m1

� � � � � � � � � � � � � � � � � � �

� � � � � � � � � � � � �� 1
AWCO2 � kW�m1

� 1
AWCO2 � kCO2 � m1 � m2

�15�

By calculating the time constant of each resistance, the largest resistance for
mass transfer can be determined. For this purpose, the partition coefficients m1

and m2, the mass transfer coefficients kPOL, kW and kCO2
, as well as the interfa-

cial surface areas APOLW and AWCO2 have been determined in various ways as
discussed below. For a more detailed description we refer to Cleven [48].

14.5.1.1 Diffusion and Mass Transfer Coefficients
In order to calculate the mass transfer coefficient as the diffusion coefficient D
divided by the diffusion length �z, the diffusion coefficients of MMA in each
phase have to be known. The diffusion coefficient of MMA in the polymer parti-
cles is determined using the Vrentas-Duda model, which is based on the free-
volume theory [49]. In general, the diffusion coefficient of MMA in PMMA de-
creases with increasing weight fraction of polymer in the particles [23]. Because
of the plasticizing effect of CO2, however, the diffusion coefficient inside the
polymer particles will be significantly higher in the presence of pressurized
CO2 than at atmospheric conditions. Few examples of the enhancement in dif-
fusivity of components in polymers in the presence of CO2 have been reported.
According to Chapman et al. [26], the diffusion coefficient of solutes in a poly-
mer can increase by at least 6 orders of magnitude in the presence of CO2 at
subcritical pressures. In the extraction of ethylbenzene from polystyrene using
scCO2, Alsoy and Duda [25] have reported an increased diffusivity of 2–3 orders
of magnitude as the weight fraction of CO2 increases from 0 to 10%. Assuming
that the diffusion coefficient of MMA in PMMA in the presence of CO2 is three
orders of magnitude larger than at atmospheric conditions, a value of approxi-
mately 10–9 m2 s–1 is obtained.

The diffusion coefficient of MMA in water has been estimated using the
Wilke-Chang equation [50]:

DW � 1�173 � 10�16 ��0�5
w � M0�5

w � T

� � V0�6
MMA

�16�

Using Eq. (16) a value of 1.9·10–9 m2 s–1 at 333 K is obtained, for which the vis-
cosity of the water is assumed to be unaffected by the presence of CO2.

In the literature some diffusion coefficients of naphthol, naphthalene, and phe-
nanthrene in scCO2 are reported in the range of 2·10–8 to 4·10–8 m2 s–1 [51, 52].
The same order of magnitude is calculated for MMA in scCO2 (6.3·10–8 m2 s–1 at
333 K) using the empirical equation proposed by Fuller and coworkers [53] based
on the corresponding states principle:

14 Reduction of Residual Monomer in Latex Products Using High-Pressure Carbon Dioxide324



DCO2�1 bar� 333 K� �
0�00143 � T1�75 � 0�5 � 1

MMMA
� 1 1

MCO2

	 
0�5

P � ����

�1�3
CO2

� ��
�

�1�3
MMA

�2
�17�

First, the diffusion coefficient is determined at 0.1 MPa. Subsequently, the diffu-
sion coefficient at higher pressures can be calculated using a function of the re-
duced pressure and temperature.

The diffusion length for mass transport in the polymer particles can be esti-
mated from a worst case assumption in which the diffusion length is half the
diameter of these particles (Sherwood= 2, dp = 80 nm). The diffusion lengths in
the water and CO2 phase are estimated to be 10 �m, the characteristic diffusion
length in a laminar fluid. The resulting mass transfer coefficients are given in
Table 14.8.
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Table 14.8 Overview of the calculated mass transfer resistances in the
CO2 extraction process of MMA from PMMA latex particles.

Phase Resistance Parameters Time
constant
[s]

Polymer
particles

resPOL � 1
APOLW � kPOL

DPOL

�zPOL

kPOL

APOLW

(m2/s)
(m)
(m/s)
(m2/m3)

10–9

4·10–8

0.025
1.06·107

3.77·10–6

Water at
polymer
side

resW1 � 1
APOLW � kW � m1

DW

�zW

kW1

APOLW

m1

(m2/s)
(m)
(m/s)
(m2/m3)
(–)

1.9·10–9

1·10–5

1.9·10–4

1.06·107

0.067

7.43·10–3

Water at
CO2 side

resW2 � 1
AWCO2 � kW � m1

Dw

�zW

kW2

AWCO2

m1

(m2/s)
(m)
(m/s)
(m2/m3)
(–)

1.9·10–9

1·10–5

1.9·10–4

2000
0.067

39.4

CO2 resCO2 �
1

AWCO2 � kCO2 � m1 � m2
DCO2

�zCO2

kCO2

AWCO2

m1

m2

(m2/s)
(m)
(m/s)
(m2/m3)
(–)
(–)

6.3·10–8

1·10–5

6.3·10–3

2000
0.067
5

0.240



14.5.1.2 Partition Coefficients
The partition coefficient m1, which is defined as the concentration MMA in the
water phase divided by the corresponding concentration in the polymer phase
(Eq. 6), is given by Ballard et al. [54]. With respect to m2, a value of 5 has been
taken as representative of the experimentally determined partition coefficients
shown in Section 14.4.3.2.

14.5.1.3 Interfacial Surface Areas
The specific surface area of the polymer particles (APOL) is a function of the
radius of the polymer particles (rp), the volume of latex relative to the volume of
the total extraction volume, and the weight fraction of polymer in the latex (�).
This results in a specific surface area of 1.06·107 m2/m3. Considering the spe-
cific surface area between the water and CO2 phase (AWCO2

), an industrially rea-
sonable mass transfer area of 2000 m2/m3 has been taken.

With these data, the resistance to mass transport in each phase can be calcu-
lated. According to Table 14.8, the largest resistance to mass transport appears
to be situated in the water phase at the CO2 side.

14.5.2
Process Flow Diagram, Equipment Selection, and Equipment Sizing

Fig. 14.8 shows the process design for the reduction of residual monomer from
9000 to 100 ppm with CO2, calculated for a latex production of 30 000 tonnes
per year [48]. As will be obvious from the previous section, an important issue
in the process design is the selection of the extractor, for which a high inter-
facial mass transfer area between the water and CO2 phase is required. Mixer-
settlers are ruled out as they contain less than one single mass transfer unit.
Towers with rotating stirrers cannot be used because of potential fouling, and
a pulsed column has relatively high investment and operating costs and a
limitedthroughput. In the current process design, a packed-bed extractor is cho-
sen, as it provides a high mass transfer area, lacks rotating parts, and has the
possibility of a higher number of mass transfer units, depending on column
height.

The latex from the polymerization reactor (333 K) is fed to a packed-bed ex-
tractor, in which it is contacted with high-pressure CO2 in counter-current flow.
The start-up pump pressurizes the CO2 from the supply tank (5.5 MPa) to
8.0 MPa. The scCO2 is conditioned by a heat exchanger (HEX1). The residual
monomer is further polymerized and extracted from the polymer particles in
the extractor at a pressure of 8.0 MPa. A controlled pressure relief will mini-
mize foaming problems of the cleaned latex stream. The CO2 and the residual
monomer are separated in a gas/liquid separator by reducing the pressure from
8.0 to 3.0 MPa. As a consequence of the adiabatic CO2 expansion the tempera-
ture will decrease also. The extracted monomer can in principle be re-used in
the polymerization process. The gaseous CO2 flow from the separation vessel is
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recycled to the extractor after pressurizing by the recycle compressor and cool-
ing to 333 K by a heat exchanger (HEX2).

The different process units are sized according to general engineering rules
[55] as well as by using simulations in the commercial process design package
AspenPlus. It should be noted that the calculated sizes of the extractor and se-
parator shown in Table 14.9 are relatively small as compared to the typical size
of an industrial emulsion polymerization reactor (50 m3).

In contrast to most conventional techniques for removal of residual monomer,
such as temperature rise, there is considerable flexibility in the CO2-based pro-
cess. For example, doubling the processing capacity would only require twice
the extractor volume [48]. Fig. 14.9 shows that if the permitted amount of resi-
dual monomer in the product latex is limited to 10 ppm, a less than twofold in-
crease in the extractor volume will be needed. In addition, an increase in the
partition coefficient, m2, by a factor of 10 results in a decrease in the extractor
volume of approximately 20%.
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Fig. 14.8 Process flow diagram for the extraction of residual monomer
from latex products using pressurized CO2.



14.5.3
Economic Evaluation

Based on the described process design, an economic feasibility study has been
performed [48]. The total processing costs are calculated from the costs of the
process equipment, the chemicals, and the utilities required. In addition, the
start-up costs (5% of total fixed capital), maintenance (5% of inside battery lim-
its, a standard term denoting the part of the plant considered), plant overheads
(80% of labor costs and 20% maintenance), and capital charges (10 year depre-
ciation) are included in the calculations. As the infrastructure is already present
at the current polymerization plant, no additional costs are assumed to be in-
curred outside battery limits. The operators on duty are assumed to handle the
extraction process: therefore no additional labor costs are made. The purchased
costs of the process equipment shown in Table 14.9 were determined using the
cost estimation program Chemical Process Equipment Individual Equipment
Costing [55].
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Table 14.9 Overview of purchased and installed costs per unit for the
high-pressure CO2 extraction process of residual monomer [44].

Latex pump (stainless steel) Extractor (vertical vessel)

Flow (m3/hr) 4.0 Height (m) 4.25
Feet head 2592.0 Diameter (m) 0.60
Power (kW) 12.5 Wall thickness (m) 0.024
Purchased price 2000 (USD) 10,500 Purchased price 2000 (USD) 30,000
Installed costs 2000 (USD) 21,000 Installed costs 2000 (USD) 51,000

Start up pump (centrifugal, cast iron) Separator (vertical vessel)

Flow (m3/hr) 3.45 Height (m) 3.38
Feet head 995.7 Diameter (m) 1.12
Power (kW) 3.44 Wall thickness (m) 0.045
Purchased price 2000 (USD) 19,100 Purchased price 2000 (USD) 61,200
Installed costs 2000 (USD) 38,200 Installed costs 2000 (USD) 104,040

Heat exchanger HEX1 (shellCS/tubeSS) Heat exchanger HEX2 (shellCS/tubeSS)

Heating duty (kW) 80.5 Heating duty (kW) (–) 51.57
U (W/m2K) 850.0 U (W/m2K) 850.0
Tm (K) 69.12 Tm (K) 57.00
Required area 1.4 Required area 4.52
Purchased price 2000 (USD) 3,360 Purchased price 2000 (USD) 4,150
Installed costs 2000 (USD) 5,712 Installed costs 2000 (USD) 7,055

Compressor (screw)

Total power (kW) 53.66
Purchased price 2000 (USD) 37,400
Installed costs 2000 (USD) 56,100



The calculated total capital required is approximately 300000 USD. The calcu-
lated processing cost per tonne latex is approximately 4.7 USD. The gas/liquid
separator appears to have the largest fixed cost. Optimizing the process condi-
tions in the separator results in a processing cost of approximately 4.5 USD/ton
latex. Increasing the processing capacity to 63 000 tonnes latex/year and limiting
the permitted amount of residual monomer in the product latex to 60 ppm de-
creases the processing cost to 3.1 USD/tonne latex. Taking into consideration
the current production price of latex (approximately 800 USD/tonne), the addi-
tional processing cost for the new process is only 0.6% of the production costs.
Comparison with the processing cost using conventional techniques for reduc-
ing residual monomer is rather difficult, because no data about the economics
of the conventional techniques are available in the open literature. Araujo and
coworkers give an extensive review of techniques for reducing residual mono-
mer content in polymers from an industrial point of view [56]. The technique
that can be employed is influenced by the polymer application and required
polymer quality. Moreover, the costs for the removal of residual monomer de-
pend significantly on the properties of the latex produced. Taking into consid-
eration the fact that the conventional techniques are hardly able to meet more
stringent requirements (e.g., 10 ppm residual monomer), the novel technique
based on pressurized CO2 is expected to become a viable alternative in the near
future.
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Fig. 14.9 Sensitivity of the required extractor volume to the ppm level of
monomer allowed in the product latex and to the partition coefficient m2.



14.6
Conclusion and Future Outlook

In this chapter, the potential of a novel process for the reduction of residual
monomer from latex particles based on high-pressure CO2 has been evaluated.
Typically, the method comprises a counterflow process in which part of the resi-
dual monomer is converted by the increased diffusion inside the polymer parti-
cles due to the swelling by CO2. Moreover, the amount of residual monomer is
further reduced by the extraction capacity of pressurized CO2. Pulsed electron
beam experiments have been performed to study the effect of CO2 on the poly-
merization reaction. In addition, the extraction capacity of CO2 has been mea-
sured in a laboratory scale high-pressure extraction unit and modeled using the
Peng-Robinson equation of state. The results have shown that the CO2 extrac-
tion of MMA is the predominant effect as compared to the enhanced polymer-
ization due to plasticization. From a mass transfer model, the greatest resis-
tance to mass transfer in the extraction process appears to be situated in the
water phase near the CO2 interface because of a relatively small interfacial area.
Finally, a viability study based on a preliminary process design, including equip-
ment sizing and economic evaluation, has shown that the removal of residual
monomer from latex products using high-pressure CO2 is in principle both
technically and economically feasible. Moreover, there appears to be significant
flexibility in the CO2-based process as compared to the existing methods in
terms of processing capacity, extraction capacity, and the amount of residual
monomer left in the polymer. In principle it is possible to extend the CO2-ex-
traction to bulk products such as polymer films and pellets. In contrast to the
conventional techniques, monomer reduction using CO2 technology is capable
of meeting future, more stringent requirements for residual monomer levels in
polymer products.
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Notation

�ij Interaction parameter [–]
�CO2

Molar density of CO2 [kg m–3 mol–1]
�W Molar density of water [kg m–3 mol–1]
� Acentric factor [–]
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�zCO2
Characteristic diffusion length in CO2 phase [m]

�zPOL Characteristic diffusion length in polymer phase [m]
�zW Characteristic diffusion length in water phase [m]
[M] Monomer concentration in polymer particles [mol m–3]
� Temperature-dependent attractive parameter [Nm4 mol–2]
APOLW Specific surface area between polymer and water phase [m2/m3]
AWCO2

Specific surface area between water and CO2 phase [m2/m3]
b Van der Waals hard sphere volume parameter [m3 mol–1]
C2Wi Monomer concentration in water phase at CO2 interface [kg m–3]
CCO2

Monomer concentration in bulk CO2 phase [kg m–3]
CCO2i Monomer concentration in CO2 phase at water interface [kg m–3]
CPOL Monomer concentration in bulk polymer phase [kg m–3]
CPOLi Monomer concentration in polymer phase at water

interface [kg m–3]
CW Monomer concentration in bulk water phase [kg m–3]
CW, 0 Initial monomer concentration in water phase [kg m–3]
CWi Monomer concentration in water phase at polymer

interface [kg m–3]
DCO2

Monomer diffusion coefficient in CO2 phase [m2 s–1]
DPOL Monomer diffusion coefficient in polymer phase [m2 s–1]
DW Monomer diffusion coefficient in water phase [m2 s–1]
kCO2

Mass transfer coefficient in CO2 phase [m s–1]
kij Interaction parameter [–]
KOV, POL Overall mass transfer coefficient [m s–1]
kp Propagation rate constant [m3 mol–1 s–1]
kPOL Mass transfer coefficient in polymer phase [m s–1]
kW Mass transfer coefficient in water phase [m s–1]
Li Chain length [–]
m1 Monomer partition coefficient between polymer and

water phase [–]
m2 Monomer partition coefficient between CO2 and

water phase [–]
m


2 Monomer partition coefficient between CO2 and
water phase, based on mole fractions [–]

MW Weight average molecular weight of a polymer [g mol–1]
N Monomer flux [kg m–3 s–1]
P Pressure [MPa]
PA Attractive pressure [MPa]
Pc Critical pressure [MPa]
PR Repulsive pressure [MPa]
T Temperature [K]
Tc Critical temperature [K]
tp Time between two electron beam pulses [s]
VCO2

Volume of CO2 phase [m3]
VW Volume of water phase [m3]
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